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Abstract

We report on investigations into the character-
istics of outgoing connections in feedforward
layers of large language models. Our findings
show that inner neurons with diverse outgo-
ing connection strengths are more critical to
model performance than those with uniform
connections. We propose a new fine-tuning
loss that takes advantage of this observation
by decreasing the outgoing connection entropy
in feedforward layers. Using this loss yields
gains over standard fine-tuning across two dif-
ferent model families (PaLM-2 and Gemma-2)
for downstream tasks in math, coding, and lan-
guage understanding. To further elucidate the
role of outgoing connection heterogeneity, we
develop a data-free structured pruning method,
which uses entropy to identify and remove neu-
rons. This method is considerably more effec-
tive than removing neurons either randomly or
based on their magnitude.

1 Introduction

Neuroscience has long recognized the importance
of neuronal diversity for the brain’s computational
power. However, this principle has largely been
overlooked in the development of artificial neu-
ral networks (Fan et al., 2025). Our research
demonstrates the benefits of increased heterogene-
ity within the outgoing connections of feedforward
layers in large language models (LLMs), mirror-
ing the functional advantages observed in biolog-
ical systems. We propose a new loss called Non-
Uniform Connectivity Loss (NUCL) for fine-tuning
LLMs that biases the outgoing connections of in-
ner neurons in feedforward layers towards a non-
uniform, i.e. low-entropy distribution. The intu-
ition behind NUCL is illustrated in Fig. 1. The neu-
ron j (in red) activates all output neurons equally,
and thus is unlikely to be a sharp representation
of functionality, particularly as the layer is usually
followed by layer normalization (Ba et al., 2016).

Figure 1: A GeGLU (Shazeer, 2020) feedforward layer
in a Transformer-based (Vaswani et al., 2017) LLM like
Gemma (Gemma et al., 2024) with incoming weight
matrices U and V and outgoing weight matrix W . The
neuron i with non-uniform connections is more func-
tional than neuron j with mostly uniform connections.

NUCL explicitly penalizes uniform row vectors in
the outgoing weight matrix W , aiming to boost
the usefulness of each inner neuron. We show that
PaLM-2 and Gemma-2 models in various sizes im-
prove performance on math, coding, and language
understanding tasks when fine-tuned with a loss
function that combines NUCL with standard nega-
tive log-likelihood. NUCL is highly practical due
to its easy implementation, requiring only a few
lines of code.

To better understand the importance of connec-
tion heterogeneity in pre-trained models, we de-
velop a data-free neuron removal procedure based
on the weight matrix W s’ row vector entropies.
When 25% of the neurons are removed from the
Gemma feedforward layers, our entropy-based
method shows the least performance degradation
compared to the no-pruning baseline, outperform-
ing random and magnitude based pruning. Surpris-
ingly, magnitude-based pruning performs worse
than random pruning.
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Our fine-tuning experiments and our pruning ex-
periments reveal a crucial insight into how LLMs
function: the performance of a model is fundamen-
tally linked to the neuronal diversity in its feedfor-
ward layers.

2 The non-uniform connectivity loss

LLMs are commonly trained to predict the next
token in a sequence. The standard loss function for
a training example x = 〈x1, . . . xl〉 of length l is
the (text-based) negative log-likelihood:

LNLL(x,Θ) = −
l∑

k=1

logPΘ(xk|x1, . . . , xk−1)

(1)
where PΘ(·) is the conditional token-level prob-
ability distribution given by the LLM parameter-
ized with Θ. The model parameters Θ contain
a set WΘ of feedforward outgoing weight ma-
trices, one for each layer in the model (cf. Fig.
1). These matrices have m (inner dimensionality)
rows and n (model dimensionality) columns (i.e.
WΘ ⊂ Rm×n), where m � n in Gemma models
(cf. Appendix A). For a weight matrix W ∈ WΘ

and a row i ∈ [1,m] we define the outgoing weight
distribution rW,i ∈ Rn as the normalized absolute
values in the i-th row of W :

rW,i =(rW,i
1 , . . . , rW,i

n ) with

∀j ∈ [1, n] : rW,i
j =

|Wij |∑n
j′=1 |Wij′ |

.
(2)

We propose the Non-Uniform Connectivity Loss
(NUCL) that biases the rW,i vectors towards a non-
uniform distribution. Ideally, we would directly use
the entropy of the outgoing weight distributions,
i.e. – dropping the W, i-superscripts for clarity:

LNUCL-ent(r) = −
n∑

j=1

rj log rj . (3)

In practice, however, we resort to surrogate func-
tions due to numerical instabilities when using
LNUCL-ent(·) for LLM fine-tuning. We experiment
with two loss variants. The first variant (gini), in-
spired by decision tree learning, is based on the
gini impurity (Breiman et al., 1984) in r:

LNUCL-gini(r) = 1−
n∑

j=1

r2
j . (4)

Our second variant (mstd) directly optimizes the
variance by minimizing the negative standard devi-
ation of r:

LNUCL-mstd(r) = −

√∑n
j=1 (rj − 1

n)
2

n
. (5)

Finally, we combine NUCL linearly with the
usual negative log-likelihood using a tunable scal-
ing hyper-parameter α:

L(x,Θ) = LNLL(x,Θ)+α
∑

W∈WΘ

m∑

i=1

LNUCL(rW,i).

(6)
A JAX implementation of NUCL is provided in

Appendix D.

3 Experimental setup

We use publicly available pre-trained LLMs and
evaluate on publicly available benchmarks. We
explore two LLM model families – PaLM 2 (Anil
et al., 2023) and Gemma 2 (Gemma et al., 2024) –
each in three different sizes. For PaLM 2 we use
the three sizes available via the Google Cloud API:
Gecko, Otter, and Bison. Gemma 2 is available in
2B, 9B, and 27B parameter variants (cf. Appendix
A). Training details are summarized in Appendix
C. We use three training datasets:

GSM8K (Cobbe et al., 2021) is a small dataset
of high-quality grade school math word problems
often used to assess LLMs.

SuperGLUE (Wang et al., 2019) is a bench-
mark consisting of eight different language under-
standing tasks. Training set sizes range from 250
to 101K examples which we mix proportionally,
following the super_glue_v102_proportional1

recipe in T5 (Raffel et al., 2020). Like prior work
we report average scores across all tasks, averaging
scores of tasks with multiple scores first.

MBPP (Austin et al., 2021) contains mostly
basic Python problems solvable by entry-level pro-
grammers. We report 3-shot success rates. We
augmented the MBPP training partition by propri-
etary coding data.
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Figure 2: Output connection entropy summed over in-
ner neurons in all feedforward layers (Gemma-9B).

Figure 3: Text-based NLL loss curve when training in
combination with NUCL (Gemma-9B).

4 Results

4.1 NUCL

We begin by evaluating the performance of our
mstd and gini variants. The training curves in Fig. 2
and Fig. 3 demonstrate that the training process is
stable across a wide range of α-values (10 to 1000),
with only minor variations in convergence for mstd.
Notably, Fig. 2 reveals that while both variants
reduce output connection entropy, mstd achieves
significantly greater reduction. Fig. 3 indicates that
mstd also results in better Text NLL loss. The supe-
riority of mstd is further substantiated by Table 1,
which shows the relative improvements over stan-
dard fine-tuning on downstream tasks.2 While both
mstd and gini show significant positive gains, mstd
offers a greater relative improvement, achieving
3.45% on downstream tasks, compared to gini’s
3.07%. We will therefore use mstd for the rest of
this paper.

Table 2 expands our evaluation to three Gemma

1https://github.com/google-research/
text-to-text-transfer-transformer/blob/main/
t5/data/mixtures.py

2Relative gains over standard fine-tuning (i.e. α = 0) are
reported to facilitate a more consistent analysis across different
model sizes. For absolute evaluation numbers, please refer to
Appendix B. The results for the Gecko model on GSM8K may
be affected by the low absolute accuracy this small baseline
model achieves on this task, making the relative improvement
scores more volatile.

Relative gain (in %)
Task Model gini mstd
GSM8K Gecko 10.61 11.45
(accuracy) Otter 2.50 2.64

Bison 0.80 1.34
SuperGLUE Gecko 1.61 1.57
(avg. score) Otter 0.26 0.23

Bison 2.64 3.47
Average 3.07 3.45

Table 1: Relative improvements over standard fine-
tuning for the PaLM-2 model family.

Relative gain (in %)
Model size MBPP GSM8K
2B 3.27 2.71
9B -1.43 3.51
27B 1.56 3.78

Table 2: Relative improvements over standard fine-
tuning for the Gemma-2 model family.

model sizes on MBPP and GSM8K. With the ex-
ception of the 9B model on MBPP, NUCL consis-
tently delivers relative gains ranging from 1.56%
to 3.78% compared to standard fine-tuning. What
makes these gains particularly noteworthy is that
NUCL is very simple to implement, requiring min-
imal code changes.

With NUCL’s effectiveness established on outgo-
ing feedforward weight matrices, we investigated
its applicability to other Transformer components.
Specifically, we tested NUCL on both incoming
feedforward weights (U and V in Fig. 1) and atten-
tion layer outgoing weights. However, as shown
in Table 3, the most significant performance gains
are achieved when NUCL is applied to outgoing
feedforward weights.

4.2 Entropy-based data-free neuron removal

Having demonstrated the performance benefits of
increasing outgoing weight heterogeneity during
fine-tuning, we now investigate its role in unmodi-
fied pre-trained models. To that end, we use neu-
ral network pruning as our testbed. The prun-
ing literature is extensive (Blalock et al., 2020),
with many of the most successful techniques em-

Weight matrices Relative gain (in %)
FFN outgoing 2.71
FFN incoming (linear) 0.34
FFN incoming (gated) 0.67
Attention outgoing -0.18

Table 3: Relative improvements over standard fine-
tuning for different Transformer components (GSM8K,
Gemma-2B).
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Prun- Method MMLU HellaSwag ARC-e PIQA SIQA TriviaQA NQ Average
ing 5-shot 10-shot 0-shot 0-shot 0-shot 5-shot 5-shot
0% Pre-trained baseline 52.02 73.86 80.72 78.45 51.64 60.24 17.24 59.17
25% Srinivas and Babu (2015) 22.95 26.29 26.64 49.40 39.10 0.00 0.00 23.48

Stahlberg and Byrne (2017) 22.95 26.72 26.05 47.66 38.23 0.00 0.01 23.09
Random 26.86 52.88 62.75 70.24 47.80 8.41 2.71 38.81
Magnitude-based 22.95 26.71 26.30 49.89 37.97 0.00 0.00 23.40
Entropy-based 36.33 59.63 69.95 72.74 47.70 23.51 4.87 44.96

Table 4: Data-free removal of 25% of the neurons in the feedforward layers of Gemma-2B.

Figure 4: Downstream performance relative to the unpruned baseline (first row in Table 4) when applying entropy-
based shrinking to isolated layers. Each data point represents removing 25% of feedforward neurons in two adja-
cent layers at a certain depth.

ploying unstructured pruning, which can result in
sparse networks, and/or relying on training data for
improved performance. To isolate the impact of
outgoing connection heterogeneity in pre-trained
models, we restrict our analysis to data-free (i.e.
without any training data) structured pruning (He
and Xiao, 2024) of entire neurons (as opposed to
weights). An intuitive magnitude-based3 criterion
for removing neurons is to discard those with out-
going weights close to zero as they contribute rela-
tively little to the overall layer output:4

min
i∈[1,m]

n∑

j=1

W 2
ij . (7)

Prior work extended this intuition with a neuron
similarity criterion (Srinivas and Babu, 2015) and
a compensation mechanism for the neuron removal
(Stahlberg and Byrne, 2017) and showed that it is
effective for convolutional and recurrent networks.

In this work, we propose to remove neurons with
high outgoing connection entropies:

max
i∈[1,m]

−
n∑

j=1

rW,i
j log(rW,i

j ). (8)

3Not to be confused with magnitude-based weight pruning
(Han et al., 2015) that removes individual weights.

4We reuse the notations from Sec. 2.

We removed 25% of the inner neurons in Gemma
2B feedforward layers (16% of the full model size)
by repeatedly applying the removal criterion, and
then compared the pruned models on the zero- and
few-shot metrics used in the Gemma-2 technical
report (Gemma et al., 2024).

Surprisingly, Table 4 reveals that magnitude-
based pruning and its extensions from Srinivas and
Babu (2015) and Stahlberg and Byrne (2017) per-
form significantly worse than random selection.
This suggests that the intuition behind magnitude-
based pruning fails to apply to gated feedforward
layers in Transformer-based LLMs. The complete
performance breakdown observed on tasks like
TriviaQA and NQ indicates the removal of criti-
cal neurons by these procedures.

Our entropy-based criterion – though still worse
than the unpruned baseline – retains the highest
level of performance among the pruned models.
This underscores the crucial contribution of neu-
rons with high outgoing weight heterogeneity to
model accuracy, even in models not trained with
NUCL. It also confirms prior work that found a
high degree of redundancy in feedforward layers
(Pires et al., 2023).

A practical question is which layers are most
sensitive to pruning. Fig. 4 shows that pruning
isolated layer pairs in the layer stack close to the
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Layers Average accuracy
Bottom half of the layers 51.39%
Top half of the layers 52.70%
Even layers (after global attention) 52.46%
Odd layers (after local attention) 51.84%

Table 5: Shrinking only half of the layers with entropy-
based neuron removal. We report average accuracy
across the tasks in Table 4.

input or close to the output has a more negative
effect on certain tasks, such as TriviaQA and NQ.
However, this pattern is not consistent across all
tasks. Table 5 shows the average accuracies when
pruning only half of the feedforward layers. Prun-
ing the top half, bottom half, or alternating layers5

all yield similar accuracies. This suggests that the
pruning sensitivity is not tied to these simple struc-
tural groupings.

5 Related work

Our investigation extends and complements prior
research on understanding the inner workings of
Transformers (Räuker et al., 2023; Ferrando et al.,
2024). Notably, studies have proposed that their
feedforward layers act as key-value memories
(Sukhbaatar et al., 2019; Geva et al., 2021). Build-
ing on this, researchers have identified neurons
with distinct functional specializations within these
layers, including those dedicated to factual knowl-
edge (Dai et al., 2022), tasks (Song et al., 2024),
relations (Liu et al., 2025), and language in multi-
lingual LLMs (Kojima et al., 2024). These studies
reinforce our conclusions, which indicate the bene-
fits of diversity within feedforward layers.

It may be tempting to associate NUCL with spar-
sity, and draw parallels to sparsity inducing losses
like L2 (Zhao et al., 2009) or sparsely connected
neural networks (Han et al., 2015). However, we
wish to emphasize that NUCL focuses on connec-
tion variance, not sparsity. NUCL aims to improve
the functionality of individual neurons, rather than
serving as a form of regularization.

6 Conclusion

Our research establishes the crucial role of het-
erogeneity in the feedforward outgoing weights
of PaLM-2 and Gemma models. We demon-
strated performance improvements in fine-tuning
by promoting non-uniform outgoing weights using

5Pruning alternating layers is motivated by the Gemma 2
architecture, which alternates between local and global atten-
tion layers.

NUCL, our novel loss function. For existing pre-
trained models, we showed that neurons with het-
erogeneous outgoing weights are crucial for zero-
and few-shot performance; preserving them during
data-free pruning minimizes performance degrada-
tion.

Limitations

We acknowledge that restricting NUCL to the fine-
tuning phase is a limitation. Exploring its im-
pact during pre-training, albeit computationally de-
manding, could reveal NUCL’s full potential to
achieve even greater reductions in outgoing weight
entropy.

A further limitation is NUCL’s focus on the het-
erogeneity of a single neuron’s outgoing weights.
To align even more with the principle of neuronal
differentiation in neuroscience, which emphasizes
diversity between neurons, a promising future di-
rection is to expand this work to incorporate inter-
neuron diversity.

Our network pruning experiments focused solely
on data-free removal of entire neurons within feed-
forward layers, limiting our analysis of weight het-
erogeneity to pre-trained models. For optimal real-
world performance, a light fine-tuning step after
pruning would be crucial, as supported by prior
research.

The definition of the outgoing weight distribu-
tion relies on the magnitudes of the weights, which
intentionally disregards sign information. This de-
sign choice was made on the premise that signs
can be easily inverted in subsequent layers. Fu-
ture work could explore other ways to measure the
heterogeneity of the outgoing weight vectors.

Working with LLMs means our research inher-
ently carries the same ethical and societal risks
as these models. This includes concerns like bias
amplification and the potential for misuse, such
as creating deepfakes or spreading misinformation.
Our backbone models, like Gemma-2, are built to
mitigate some of these risks.6
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Gemma-2B Gemma-9B Gemma-27B
Model dimensionality (n) 2,304 3,584 4,608
Number of layers (|WΘ|) 26 42 46
Feedforward dimensionality (m) 9,216 14,336 36,864
Number of feedforward parameters 1.656B (64%) 6.474B (70%) 23.441B (86%)
Number of feedforward outgoing weight parameters 552M (21%) 2.158B (23%) 7.814B (29%)

Table 6: Hyper-parameters of the Gemma-2 model family related to the feedforward layers. Note that the feedfor-
ward dimensionality is half of what is reported in Table 1 in the Gemma-2 technical report (Gemma et al., 2024)
due to a difference in nomenclature.

Task Method Gecko Otter Bison
GSM8K Standard fine-tuning 17.82 57.54 67.85
(accuracy in %) NUCL fine-tuning 19.86 59.06 68.76
SuperGLUE Standard fine-tuning 75.96 89.45 87.00
(average score in %) NUCL fine-tuning 77.15 89.66 90.02

Table 7: Absolute scores on GSM8K and SuperGLUE of models in the PaLM-2 model family.

Task Method Gemma-2B Gemma-9B Gemma-27B
GSM8K Pre-trained baseline 28.43 75.97 81.58
(accuracy in %) Standard fine-tuning 44.66 77.79 81.96

NUCL fine-tuning 45.87 80.52 85.06
MBPP Pre-trained baseline 30.2 52.4 62.0
(3-shot success rate in %) Standard fine-tuning 30.6 56.0 64.0

NUCL fine-tuning 31.6 55.2 65.0

Table 8: Absolute scores on GSM8K and MBPP of models in the Gemma-2 model family.

Dataset Size
MBPP 1K
GSM8K 7.5K
SuperGLUE BoolQ 9.4K

CB 250
COPA 400
MultiRC 5.1K
ReCoRD 101K
RTE 2.5K
WiC 6K
WSC 554

Table 9: Number of examples in the fine-tuning corpora.

A Gemma model sizes

Gemma-27 models employ very wide feedforward layers, which account for a substantial portion of the
model’s parameters. As shown in Table 6, the feedforward dimensionality significantly exceeds the model
dimensionality, resulting in 64%-86% of the total parameters residing in the feedforward layer, with
21%-29% specifically within its outgoing weight matrices.

B Absolute evaluation scores

In the main paper we report the improvements of using NUCL (α > 0) over standard fine-tuning (α = 0).
The absolute scores are listed in Table 7 for the PaLM-2 family and in Table 8 for the Gemma-2 family.

C Training hyper-parameters

We train our PaLM-2 models in the JAX (Bradbury et al., 2018) framework PAXML8 on TPU v4 chips
with AdaFactor (Shazeer and Stern, 2018) with a batch size of 32. Dropout rates (0.0 or 0.1) and learning
rates (0.0001-0.000001) are tuned for standard fine-tuning on the development sets, and then reused for

7Terms of use: https://ai.google.dev/gemma/terms
8https://github.com/google/paxml
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the NUCL runs. NUCL’s α-values range between 10−2 and 104 (depending on the model size and batch
size) and are tuned in powers of 10. To reduce hallucinations in the PaLM 2 models we append the string
“\n[eod]” to all training examples and truncate predictions after these tokens.

Our Gemma models are fine-tuned in JAX with a dropout rate of 0.1 on TPU v5e chips (8x8 for 2B
models, 16x16 for 9B and 27B models). We use a batch size of 16 and a learning rate of 10−6 linearly
warmed up over 100 steps.

The sizes of the datasets we used for fine-tuning are listed in Table 9.

D Python implementation

Listing 1 shows the JAX-implementation of our three NUCL loss variants ent, gini, and mstd. We simplify
the computation of mstd in Eq. 5 as follows to improve numerical stability:
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(9)

import jax
import jax.numpy as jnp

def compute_nucl(w_param):
# w_param is an mxn matrix (m: inner dim., n: model dim.)
w_abs = jnp.abs(w_param)
w_z = jnp.sum(w_abs , axis =1)
w_p = w_abs / jnp.expand_dims(w_z , axis =1)
r2sum = jnp.sum(jnp.square(w_p), axis =1)

# NUCL -ent (Eq. 3)
nucl_ent = jnp.log(w_z) + jnp.sum(jax.scipy.special.entr(w_abs), axis =1) / w_z

# NUCL -gini (Eq. 4)
nucl_gini = 1.0 - r2sum

# NUCL -mstd (Eq. 5)
dim_z = 1.0 / w_p.shape [1]
nucl_mstd = -jnp.sqrt(dim_z * (r2sum - dim_z))

return jnp.sum(nucl_ent), jnp.sum(nucl_gini), jnp.sum(nucl_mstd)

Listing 1: Python implementation of NUCL
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