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The image depicts a scene with three buses parked side by side on a 
gravel surface. The central bus is white with a black front and the 
lowercase word "eVolution" written on it in the center below the 
windshield. This bus has a British-style license plate that reads "AE56 
UTH." It features sliding passenger doors with black rubber trimming 
and reflective windows, showing faint reflections of trees and sky. The 
bus to the left, partially visible, is also white with a license plate "AE57 
FBC," and has a similar design with large reflective windows, but no 
visible "eVolution" text. The bus to the right is a double-decker, with 
only the top level visible, is mostly blue with a green and white pattern 
along the side. A few tall trees are visible in the background, and the 
sky is partly cloudy, with light blue tones and patches of orange and 
pink due to the setting sun.

The image depicts a scene with two buses parked side by side on the 
ground. The foreground bus is white with a black front and the word 
"eVolution" written on it. It has a license plate that reads "AE56 UTH." 
The second bus, partially visible, is also white with a license plate 
"AE57 FBC." The background features a partly cloudy sky with hues of 
blue and white clouds, and some greenery is visible in the distance. 
The overall scene suggests a bus depot or a parking area for buses.

The image depicts a scene with two white single-decker buses parked 
side by side on a gravel surface. The bus in the foreground has 
"eVolution" written on the front and a license plate reading "AE56 UTH." 
It features a black front entry door and large front-facing windows with 
twin windscreen wipers. Next to it is a similar bus with the license plate 
"AE57 FBC." In the background, a green and blue double-decker bus is 
partially visible behind the two. The sky above is partly cloudy with 
patches of blue, and trees can be seen in the distance, suggesting the 
setting is a bus depot or vehicle storage area.

The image shows three buses parked side by side 
on the ground. The bus in the foreground is white 
with a black front and has the word “eVolution” 
written on it. Its license plate reads “AE56 UTH.” To 
its left is a second bus, which is partially visible. It 
is also white, shares the same design as the first 
bus, and bears the license plate “AE57 FBC.” 
Behind these two buses is a third one, which is 
blue. In the background, there is a partly cloudy 
sky with white clouds and a bright area on the 
right side. Some greenery is also visible in the 
distance. The overall scene suggests a bus depot or 
a parking area for buses.
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Figure 1: Analysis of image captions generated by Qwen2-VL and its recaptioned variants. Despite the advanced
capabilities of Qwen2-VL, the generated captions still contain incorrect or ambiguous information—for example,
misidentifying the number of buses—a mistake that remains uncorrected even by GPT-4o. Furthermore, both GPT-
4o and human-generated recaptions often overlook fine-grained details, such as attributes and spatial relationships,
which are accurately captured by our model. By reconstructing images from captions, it becomes evident that our
model better preserves such details, resulting in reconstructions that more closely resemble the original image.

Abstract

Image recaptioning is widely used to gener-
ate training datasets with enhanced quality for
various multimodal tasks. Existing recaption-
ing methods typically rely on powerful mul-
timodal large language models (MLLMs) to
enhance textual descriptions, but often suffer
from inaccuracies due to hallucinations and in-
completeness caused by missing fine-grained
details. To address these limitations, we pro-
pose RICO, a novel framework that refines cap-
tions through visual reconstruction. Specifi-
cally, we leverage a text-to-image model to
reconstruct a caption into a reference image,
and prompt an MLLM to identify discrepan-
cies between the original and reconstructed im-
ages to refine the caption. This process is per-
formed iteratively, further progressively pro-

moting the generation of more faithful and
comprehensive descriptions. To mitigate the
additional computational cost induced by the
iterative process, we introduce RICO-Flash,
which learns to generate captions like RICO us-
ing DPO. Extensive experiments demonstrate
that our approach significantly improves cap-
tion accuracy and completeness, outperforms
most baselines by approximately 10% on both
CapsBench and CompreCap. Code released at
https://github.com/wangyuchi369/RICO.

1 Introduction

The availability of hundreds of millions of image-
text pairs collected from the internet has played a
pivotal role in advancing modern multimodal learn-
ing (Chen et al., 2023; Liu et al., 2023; Bai et al.,
2023b). However, the alt text associated with web
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images is frequently of low quality, offering unin-
formative descriptions or even text unrelated to the
image content. Consequently, recaptioning meth-
ods have been widely employed to generate en-
hanced captions for downstream multimodal tasks,
such as training multimodal large language models
(MLLMs) (Chen et al., 2023), text-to-image mod-
els (Betker et al.; Yang et al., 2024), and CLIP-like
models (Fan et al., 2023; Lai et al., 2024).

Typically, recaptioning methods primarily de-
pend on powerful MLLMs (Lai et al., 2024; Chen
et al., 2023). While MLLMs significantly enhance
captions over the alt-text by leveraging their strong
perceptual capabilities, the generated descriptions
still face two key challenges: (1) Inaccuracy,
where some descriptions are incorrect, often ex-
acerbated by the notorious hallucination problem
of MLLMs (Bai et al., 2025); and (2) Incomplete-
ness, where important details are frequently omit-
ted. These issues cannot be fully resolved even
with the integration of additional models or hu-
man editing. For example, as illustrated in Fig. 1,
the caption generated by Qwen2-VL (Wang et al.,
2024b) contains ambiguous or incorrect informa-
tion that cannot be fully corrected even with GPT-
4o (OpenAI et al., 2024). Moreover, several visual
details remain undetected by either GPT-4o or hu-
man annotators, whereas our method successfully
captures them. This appears to stem from the natu-
ral tendency of both humans and models to focus
on salient objects in an image, often neglecting at-
tributes and subtle details. We further validate this
observation through experiments in § 4.2.

From a semantic space perspective, the chal-
lenges above suggest that the semantic space con-
structed through recaptioning is often biased and
lossy compared to that of the original image. As
illustrated in Fig. 2, conventional captioners typ-
ically follow a one-way mapping from image to
text, without enforcing explicit semantic alignment
between the two modalities, resulting in the omis-
sion of critical semantic elements in the generated
captions. We argue that an ideal cross-modal se-
mantic alignment should involve a bi-directional
mapping: when text is generated from an image,
the reconstructed image from that text should re-
main consistent with the original. In cases of mis-
alignment, the discrepancy between the original
and reconstructed images can be used to adjust the
semantic space of the caption. Based on this in-
tuition, we propose RICO (Reconstruction-guided
Image Caption Optimization), a novel recaption-

ing framework. As shown in Fig. 2, our method
incorporates a visual reconstruction step that makes
semantic discrepancies more observable in the vi-
sual domain compared to simply contrasting image
and text, thereby facilitating the recovery of omit-
ted details and producing descriptions that are both
more semantically aligned and comprehensive.

Technically, we use powerful text-to-image mod-
els to reconstruct each caption into a reference im-
age. Next, we input the original image, the gen-
erated reference image, and the candidate caption
into a reviser—an MLLM and prompt it to refine
the caption based on the discrepancies between
the original and reference images. Through experi-
ments, we find that a single-step refinement is insuf-
ficient, so we design the refinement process to iter-
ate multiple times to progressively improve the cap-
tion. Given the significant time and computational
resources required for iterative refinement, we pro-
pose an end-to-end variant as a more efficient al-
ternative to RICO. This model is constructed by
learning the naturally induced preference relation-
ships during the iterative refinement process using
Direct Preference Optimization (DPO) (Rafailov
et al., 2024). Specifically, we employ RICO to gen-
erate a batch of training data, which is then used
to fine-tune a base model via DPO, resulting in the
compact RICO-Flash model.

Through experiments, we demonstrate that our
pipeline effectively constructs well-aligned image-
text information spaces. From the captioning
perspective, we evaluate both the RICO frame-
work and the compact RICO-Flash model on some
benchmarks. Results show that RICO significantly
enhances caption quality in terms of both accuracy
and comprehensiveness. For instance, it consis-
tently achieves improvements of over 10 points on
CapsBench (Liu et al., 2024a). Moreover, RICO-
Flash outperforms all recaptioning baselines. From
the reverse perspective of text-to-image generation,
we find that models trained on captions refined by
RICO-Flash exhibit a stronger understanding of
fine-grained prompts, particularly with regard to
attributes and relationships. Further analysis also
reveals that our method demonstrates strong robust-
ness and generalization across diverse settings.

2 Related Works

2.1 Multimodal Large Language Models

Inspired by the success of large language models
(LLMs) (Sun et al., 2025; Ouyang et al., 2022;
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A cattle stands on a lush green meadow, 
looking directly at the camera, while 
tiny yellow flowers are scattered across 
the grass.

[More specific] a black-and-white 
dairy cow
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Figure 2: Illustration of the motivation for introducing the visual reconstruction mechanism. Conventional
recaptioning methods typically map images directly to text without explicitly aligning the semantic spaces of the
two modalities, often leading to information loss in the generated captions. In contrast, our approach incorporates
visual reconstruction to make this loss more observable. By identifying discrepancies between the original and
reconstructed images through the reviser, we refine the caption to produce a more semantically aligned and
comprehensive description.

DeepSeek-AI et al., 2025; Bai et al., 2023a) in
natural language processing, several works have
extended them to multimodal settings by incorpo-
rating visual encoders (OpenAI, 2023; Liu et al.,
2023; Team et al., 2024a; Bai et al., 2023b; Ren
et al., 2024), contributing to multimodal large lan-
guage models (MLLMs). Flamingo (Alayrac et al.,
2022) is an early effort that inserts gated attention
layers into a pretrained language model to enable
vision-language understanding. Subsequent works
explore various strategies for connecting vision
encoders to language models. For example, BLIP-
2 (Li et al., 2023a) introduces the Q-Former to
bridge the modalities, LLaVA (Liu et al., 2023)
employs a simple MLP projection layer, and Gem-
ini (Team et al., 2024a) feeds image and text tokens
jointly into a unified Transformer. In addition to
architectural design, recent research has also fo-
cused on improving the quality of pretraining and
fine-tuning data (Bai et al., 2023b; Wang et al.,
2024c; Zhu et al., 2023). While modern MLLMs
demonstrate impressive visual perception capabili-
ties, they still suffer from hallucination issues (Bai
et al., 2025)—occasionally generating inaccurate
or fabricated content—which undermines the faith-
fulness of the generated captions.

2.2 Image Recaptioning

Describing an image using text has been a fun-
damental task in multimodal learning (Li et al.,

2022; Ghandi et al., 2023; Wang et al., 2024d;
Yao et al., 2023). Among these efforts, image re-
captioning aims to generate enhanced captions for
original, noisy alt text associated with image-text
pairs. It has become increasingly important for
producing high-quality synthetic data to support
various downstream applications. This trend was
popularized by DALL-E 3 (Betker et al.), which
introduced the idea of replacing low-quality or
overly simplistic captions with synthetic alterna-
tives. Since then, numerous approaches have lever-
aged image recaptioning to improve multimodal
large language models (MLLMs) (Chen et al.,
2023), text-to-image generation models (Betker
et al.), and CLIP-style vision-language models (Lai
et al., 2024; Fan et al., 2023). Among these ef-
forts, LaCLIP (Fan et al., 2023) utilizes LLMs to
rewrite alt-text, while VeCLIP (Lai et al., 2024)
incorporates additional visual information. Caps-
Fusion (Yu et al., 2024) trains a LLaMA-based
model to fuse alt-text and synthetic captions, and
ShareGPT4V (Chen et al., 2023) directly generates
new captions using GPT-4V (OpenAI, 2023). More
sophisticated approaches include Altogether (Xu
et al., 2024), which employs iterative human anno-
tation, and Ye et al. propose automated fine-grained
feedback mechanisms to improve captioning ca-
pabilities. Additionally, methods based on local
perception have also been explored (Peng et al.,
2025; Sun et al., 2025). However, despite their ad-
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vancements, these methods fundamentally follow a
paradigm of directly generating captions without
explicitly enforcing semantic alignment between
visual and textual modalities, inevitably resulting
in considerable information loss.

3 Methodology

In this section, we introduce our RICO framework
and RICO-Flash model. § 3.1 provides an overview
of the pipeline of RICO. Subsequently, § 3.2 de-
scribes how we generate the reference reconstruc-
tion image. § 3.3 presents the method designed
to refine the caption. Finally, § 3.4 illustrates the
process of training a compact model RICO-Flash
to learn the iterative process using DPO.

3.1 Overall Pipeline of RICO
As illustrated in Fig. 3, in our RICO framework,
the initial caption c0 for the original image v0 is
generated by the initial captioning model. A recon-
struction model T and a refinement model R are
then alternately applied to iteratively improve the
caption. In each iteration i ≥ 1, the reconstruction
procedure converts the previous candidate caption
ci−1 into a reconstructed image vi, and the refine-
ment model generates a refined caption based on
the previous caption ci−1, the original image v0,
and the reconstructed reference image vi. Formally,
the refinement step is defined as:

ci = R(vi, v0, ci−1) = R(T(ci−1), v0, ci−1).

3.2 Reconstruct Candidate Caption into
Reference Image

As discussed in § 1, the semantic information space
of captions generated by typical captioning pro-
cesses tends to be biased and lossy compared to
the information contained in the original image.
Specifically, we denote the semantic space of the
original image as V and that of the generated cap-
tion as C. A biased caption implies that for some
information i ∈ C, f(i) /∈ V , and a lossy caption
implies that for some information j ∈ V , g(j) /∈ C,
where f represents the mapping from textual to vi-
sual information, and g denotes the reverse. A key
insight of this work is that directly comparing the
information spaces V and C is challenging due to
the cross-modal nature of f and g. To address this,
we leverage a powerful text-to-image model to re-
construct the caption into an image. This enables a
more direct comparison between the original image
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Figure 3: Illustration of the iterative process of RICO.
After the initial captioning step, a reconstruction pro-
cedure is applied to generate an image from the candi-
date caption. The caption is then refined by comparing
the original image with the reconstructed image.

V and the reconstructed image V̂ , as both reside in
the visual modality.

In particular, we use the FLUX.1-dev
model (Labs, 2024) as our text-to-image generator,
given its strong performance and open-source
availability. A notable advantage of FLUX.1-dev
is its use of a T5 text encoder (Raffel et al., 2023),
which supports longer prompts, surpassing the
77-token limit imposed by CLIP-based models.
This allows us to process more detailed captions
and faithfully reconstruct their visual content.
Formally, for a given generated caption ci−1, we
use the text-to-image model to produce a reference
image vi via vi = T(ci−1), effectively translating
the information space of the candidate caption into
visual form and facilitating the identification of
discrepancies from the original image.

3.3 Refine Caption with Reference Image
Feedback

Having obtained the reconstructed reference im-
age vi, we proceed to refine the previous candidate
caption ci−1 based on the discrepancy between the
reconstructed image vi and the original image v0,
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thereby generating an updated caption ci, defined
as ci = R(ci−1, vi, v0). Given the complexity of
this task, we utilize one of the most advanced mul-
timodal large language models, GPT-4o (OpenAI
et al., 2024), to perform the refinement process.
We observed that directly feeding all relevant in-
formation into the model yields suboptimal results,
highlighting the importance of prompt engineering.
To address this, we carefully design prompts with
attention to several key aspects outlined below. The
complete prompt is provided in § C.1.
Task Description We explicitly inform the model
of the task objective, with a particular emphasis on
how the reference image is generated. Additionally,
the model is instructed to focus on the discrepan-
cies between the reference image and the original
image as the basis for refining the caption.
Aspects the Model Should Focus On It is not in-
tuitive for the refinement model to determine what
aspects of the discrepancy between the original im-
age and the generated reference image it should
focus on, and ranking the importance of different
aspects is challenging. Therefore, we provide the
model with some guidance. We define eight as-
pects for the model to prioritize, including: ‘Visual
Details, Composition & Layout, Human Attributes
(if applicable), Perspective & Style, Text in the Im-
age, Image Quality, World Knowledge, and Color
Aesthetics.’
Guidance for Improvement Method To guide
the model in refining the candidate caption, we
categorize improvements into two types: address-
ing inaccuracy and incompleteness. For inaccuracy,
the model is instructed to identify and correct errors
based on discrepancies between the original and
reconstructed images, and to revise any ambigu-
ous descriptions in the previous caption that may
have caused inaccurate reconstruction. For incom-
pleteness, the model is encouraged to incorporate
missing details and to elaborate on key attributes
of the main objects, such as color, shape, and other
fine-grained characteristics.
Force Model to Output Analysis Process In-
spired by the success of Chain of Thought
(CoT) (Wei et al., 2023), we prompt the model
to output not only the revised caption but also the
corresponding analysis process. This technique
serves two purposes: it allows us to examine the
reasoning steps of the black-box multimodal large
language model, and, as shown in our experiments
in § 4.5, it improves the quality of the generated
captions by encouraging the model to deliberate

more deeply. For practical implementation, we
instruct the model to enclose the analysis within
special markers <analysis>...</analysis> to fa-
cilitate automated post-processing.

3.4 RICO-Flash: Leverage DPO to Mitigate
Computational Cost

Preliminaries of DPO Direct Preference Opti-
mization (DPO) (Rafailov et al., 2024) is a recently
proposed algorithm for aligning language models
with human preferences without relying on rein-
forcement learning. Unlike traditional Reinforce-
ment Learning from Human Feedback (RLHF)
methods, which involve separate reward model-
ing and policy optimization steps, DPO formulates
preference learning as a binary classification prob-
lem between preferred and dispreferred responses.
Formally, given a prompt x and a pair of responses
(y+, y−), where y+ is preferred over y−, DPO op-
timizes the likelihood ratio between the two re-
sponses under a learned policy πθ and a fixed refer-
ence policy πref , using the following objective:

LDPO = −E(x,y+,y−)∼D

[
log σ

(
β log

πθ(y
+ | x)

πref(y+ | x)

−β log
πθ(y

− | x)
πref(y− | x)

)]
,

Here, β is a temperature-like hyperparameter that
controls the sharpness of the preference model-
ing. The objective encourages the model to assign
higher relative likelihoods to preferred responses
compared to dispreferred ones, with respect to the
reference policy.

Given that our iterative refinement process in-
curs substantial inference time and computational
overhead, we explore the development of an end-to-
end variant. Noting that the iterative procedure im-
plicitly induces a preference relationship between
captions, we adopt Direct Preference Optimiza-
tion (DPO) to learn these preferences. Specifically,
we collect a high-quality image dataset and apply
RICO to generate refined captions. For each image
v(i), we extract the initial caption c

(i)
0 and the fi-

nal caption after N refinement steps, c(i)N , forming
a preference tuple (v(i), c

(i)
0 , c

(i)
N ). Based on our

empirical observation that c(i)N consistently outper-
forms c(i)0 in most cases, we treat this pairwise pref-
erence as supervision for DPO training. We adopt
Qwen2-VL (Wang et al., 2024b) as the base model
and fine-tune it using the DPO objective, yielding
an end-to-end variant we denote as RICO-Flash.
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Table 1: Performance of RICO and RICO-Flash under different initial MLLM recaptioning models. For RICO-Flash,
we use the corresponding MLLM as the base model. In CapsBench, Acc. denotes overall accuracy, and Rel.Pos.
indicates relative position accuracy. In CompreCap, Obj., Pix., Attr., and Rel. represent object coverage, pixel
coverage, attribute score, and relation score, respectively. Over. in Amber refers to overall performance (see § B.2
for details). Green text indicates improvements. RICO demonstrates significant gains over the original captions,
while RICO-Flash achieves performance close to that of RICO.

Method CapsBench Amber CompreCap

Acc. ↑ Color ↑ Rel. Pos. ↑ Over. ↑ Obj. ↑ Pix. ↑ Attr. ↑ Rel. ↑
Qwen2-VL Init. 42.0 48.1 32.4 59.7 69.82 60.02 2.66 2.81
+ RICO-Flash 55.3 (+13.3) 66.7 (+18.6) 55.1 (+22.7) 60.6 (+0.9) 74.80 (+4.98) 63.35 (+3.33) 2.84 (+0.18) 2.84 (+0.03)
+ RICO (N = 2) 59.0 (+17.0) 67.1 (+19.0) 59.5 (+27.1) 62.2 (+2.5) 75.04 (+5.22) 63.04 (+3.02) 2.85 (+0.19) 2.82 (+0.01)

LLaVA-1.5 Init. 29.5 27.8 18.1 44.7 57.14 44.48 2.02 2.38
+ RICO-Flash 46.2 (+16.7) 49.6 (+21.8) 38.7 (+20.6) 53.1 (+8.4) 66.68 (+9.54) 56.52 (+12.04) 2.53 (+0.51) 2.43 (+0.05)
+ RICO (N = 2) 53.1 (+23.6) 61.1 (+33.3) 48.1 (+30.0) 59.7 (+15.0) 76.38 (+19.24) 61.49 (+17.01) 2.82 (+0.80) 2.82 (+0.44)

Table 2: Recaptioning results by humans and models
based on the initial caption. In our RICO method, a
single iteration of refinement is performed.

Model CapsBench (Subset)

Acc. Color Rel. Pos. Shape

Original 43.55 44.30 39.45 20.41
+ GPT-4o Edit 49.50 53.02 44.04 24.49
+ Human Edit 50.96 51.30 47.82 27.01
+ RICO Edit 54.08 65.47 34.04 49.51

This model directly generates improved captions
without requiring iterative alternation between a
text-to-image model and a caption refinement mod-
ule, thereby significantly reducing inference cost
while maintaining competitive performance.

4 Experiments

4.1 Setup

4.1.1 Implementation Details

For the implementation details, the text-to-image
generation is performed using the FLUX.1-dev
model (Labs, 2024), while the caption refinement
process is conducted with GPT-4o (24-08-06) (Ope-
nAI et al., 2024). We set the number of interaction
steps N = 2, based on empirical observations that
this configuration achieves a good balance between
performance and computational efficiency. For the
DPO experiments, we initialize with the Qwen2-
VL model and set the preference scaling parameter
β = 0.1. The model is fine-tuned for 3 epochs
with a learning rate of η = 1.0 × 10−5. More
implementation details can be found in § C.

4.1.2 Evaluation Benchmarks

In the era of MLLMs, traditional captioning met-
rics (Papineni et al., 2002; Vedantam et al., 2015)
often fail to capture fine-grained details and inade-
quately penalize hallucinations. To address these
limitations, in addition to the recently proposed
reference-based metric CAPTURE (Dong et al.,
2024a), we adopt more advanced benchmarks to
more faithfully evaluate the quality of our method.
Specifically, we employ CapsBench (Liu et al.,
2024a), which uses QA pairs to assess the accu-
racy and comprehensiveness of generated captions.
We also utilize CompreCap (Lu et al., 2025), which
leverages a Directed Scene Graph to evaluate the
correctness of object mentions and their relation-
ships. Furthermore, we adopt Amber (Wang et al.,
2024a) to assess hallucinations in the generated
descriptions. More details can be found in § B.2.

4.2 Effectiveness of RICO and RICO-Flash

We verify that our RICO pipeline effectively ad-
dresses both inaccuracy and incompleteness in
recaptioning. Firstly, we use two popular open-
source models Qwen2-VL (Wang et al., 2024b) and
LLaVA-1.5 (Liu et al., 2024b) as the initial caption-
ing models to produce baseline captions, which are
then refined by RICO. As shown in Tab. 1, even
with just two refinement iterations, the captions
generated by RICO exhibit substantial improve-
ments across all benchmarks and metrics. Notably,
the improvement in the overall score on the Amber
indicates that RICO mitigates hallucination. Fur-
thermore, on CapsBench, we emphasize two criti-
cal aspects—color and relative position—and show
that the reconstruction step helps the model more
accurately identify and correct fine-grained discrep-
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Table 3: Comparison with baseline methods across various evaluation metrics. Our method achieves the best
performance on most metrics, while RICO-Flash demonstrates performance comparable to RICO. Bold text
indicates the best results, and underlined text denotes the second-best.

Method CapsBench CompreCap Amber Capture
Acc. Color Shape Rel. Pos. Obj. Pix. Rel. Attr. Over.

LaCLIP (Fan et al.) 22.65 21.65 9.09 11.11 48.02 42.59 1.73 2.29 43.8 39.56
CapsFusion (Yu et al.) 35.04 38.14 12.12 25.46 61.67 52.63 2.32 2.59 44.5 56.03
Self-Loop (Dong et al.) 29.63 29.55 9.09 17.13 65.77 51.54 2.30 2.53 49.5 56.61
VeCLIP (Lai et al.) 25.19 27.84 11.11 13.43 49.60 42.25 2.50 1.77 41.0 38.13
ShareGPT4V (Chen et al.) 50.46 62.13 38.78 49.34 67.47 62.00 2.83 2.81 56.2 59.80

RICO-Flash (Ours) 55.32 66.67 50.29 55.09 74.80 63.35 2.84 2.84 60.6 65.52
RICO (Ours) 59.02 67.14 53.68 59.51 75.04 63.04 2.85 2.82 62.2 65.98

ancies. In addition, we can see that RICO-Flash
achieves performance that closely matches RICO
while still demonstrating substantial improvements
over the initial captions, validating its effectiveness
as a non-iterative alternative.

Secondly, we assess recaptioning quality by com-
paring RICO against GPT-4o and human annota-
tors. We randomly select 100 images from Caps-
Bench, generate initial captions using Qwen2-VL,
and perform one round of editing using GPT-4o,
RICO, and human annotators. The results, shown
in Tab. 2, demonstrate that RICO achieves strong
recaptioning performance, even surpassing humans,
who tend to overlook fine-grained details. Some
experiment details can be found in § B.3.

Finally, we conduct a qualitative analysis of the
refinement process and present examples show-
casing the step-by-step improvement of captions
through RICO in § A.1.

4.3 Comparison with Other Recaptioning
Methods

We compare our approach with other recaptioning
methods, and the results are presented in Tab. 3.
RICO demonstrates strong performance across all
evaluation metrics, particularly in fine-grained as-
pects such as color, entity shape, and relative po-
sition. This highlights the importance of recon-
struction for achieving better alignment between
textual descriptions and visual content. Details on
how the baseline methods perform recaptioning are
provided in § B.1.

4.4 Further Analysis

We conduct more experiments to help better under-
stand our RICO pipeline.

Table 4: Evaluation of a text-to-image generation model
trained with original captions versus captions refined by
our RICO-Flash model. Rel. and Attr. represent relation
and attribute respectively.

Model DPG-Bench VQAScoreRel. Attr. Overall

FLUX w/ Init. Cap. 89.95 80.08 78.50 0.84
FLUX w/ RICO-Flash 90.55 82.83 80.34 0.85

4.4.1 Verify Alignment via Text-to-Image
Generation

To verify that RICO effectively builds a well-
aligned image-text semantic space, we evaluate
it on a classical downstream task: text-to-image
generation. We collect an image dataset from Hug-
gingface1 and use RICO to perform recaptioning.
Specifically, for each image v, we obtain both
the initial caption c0 and the refined caption cN ,
forming two datasets: Dinitial = {(v(i), c(i)0 )} and
Drefined = {(v(i), c(i)N )}. We then use these datasets
to train two separate text-to-image generation mod-
els based on FLUX.1-dev. For evaluation, consider-
ing that the prompts in our dataset are typically long
and thus incompatible with many existing bench-
marks (Ghosh et al., 2023; Huang et al., 2025),
we adopt the recently proposed DPG-Bench (Hu
et al., 2024), which is designed to evaluate de-
tailed prompts. Moreover, we also employ VQAS-
core (Lin et al., 2024)—a reference-free metric that
serves as a robust alternative to CLIPScore (Hes-
sel et al., 2022; Imagen-Team-Google et al., 2024).
Following the official implementation in the orig-
inal paper, we use CLIP-FlanT5-XXL (Lin et al.,
2024) as the VQA model As shown in Tab. 4,
the model fine-tuned on the refined dataset consis-

1Mainly from https://huggingface.co/datasets/
jackyhate/text-to-image-2M
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Figure 4: Performance of the RICO pipeline under dif-
ferent numbers of refinement iterations.

tently outperforms the baseline across all metrics.
Notably, it achieves improvements in entity, rela-
tion, and attribute dimensions, demonstrating that
our reconstruction-refinement pipeline enhances
the alignment between image and caption in fine-
grained semantic aspects. Detailed training config-
urations are provided in § B.4.

4.4.2 Saturation with Increased Iteration
Steps

In RICO, the caption is progressively refined as
the number of iteration steps increases. As shown
in Fig. 4, performance consistently improves with
each additional iteration. However, the gains begin
to plateau after approximately the second step, with
only marginal improvements observed thereafter.
This suggests that the generated caption reaches a
satisfactory quality level, at least given the capabil-
ities of the reconstruction and refinement modules.
Detailed results can be found in § A.5.

4.4.3 Generalization to Different Initial
Captions

To evaluate the generalization capability of RICO,
we examine whether it can consistently enhance
captions through the reconstruction-refinement
pipeline. As shown in the upper part of Tab. 5,
we generate initial captions using different caption-
ing models. The results indicate that RICO signif-
icantly improves captions from all initial models,
demonstrating its robustness. Notably, although
our refinement module is based on GPT-4o, cap-
tions generated by GPT-4o alone do not outperform
the final outputs, suggesting that RICO does more
than simply distill the captioning ability of GPT-4o.
In the lower part of Tab. 5, we assess performance
using various initial prompts. The results show that

Table 5: Generality of RICO across different initial
recaptioning models and prompts. For CapsBench, we
report overall accuracy, and for CompreCap, we use the
unified metric for evaluation.

Model CapsBench CompreCap

GPT-4o 49.6 / 57.7 (+8.1) 58.6 / 60.4 (+1.8)
Gemini 1.5 Pro 49.7 / 57.7 (+8.0) 60.1 / 61.5 (+1.4)
BLIP-3 37.0 / 56.2 (+19.2) 55.4 / 60.2 (+4.8)
CogVLM 2 45.1 / 57.5 (+12.4) 56.0 / 60.3 (+4.3)

Qwen2-VL (Prompt 1) 42.0 / 59.0 (+17.0) 55.9 / 61.4 (+5.5)
Qwen2-VL (Prompt 2) 46.0 / 57.6 (+11.6) 57.2 / 60.6 (+3.4)
Qwen2-VL (Prompt 3) 41.9 / 54.9 (+13.0) 56.9 / 60.9 (+4.0)

Table 6: Performance of different refinement models.
For CapsBench, we report overall accuracy.

Model CapsBench

Qwen2-VL as reviser 42.0 / 45.8 (+3.8)
GPT-4o as reviser 42.0 / 59.0 (+17.0)

our pipeline yields substantial improvements across
different prompts. While modifying the prompt
within the same MLLM can lead to some gains,
these are relatively minor compared to the improve-
ments achieved by RICO. Importantly, our method
is also orthogonal to prompt-based strategies and
can be combined with more effective prompts for
further enhancement.

4.4.4 Discussion on the Reliance on GPT-4o
We acknowledge the computational cost and the
closed-source nature introduced by the GPT-4o of
the original RICO model. Our RICO-Flash model
was specifically designed to address this issue. By
generating captions in a single step and using an
open-source base model, RICO-Flash is well-suited
for large-scale dataset re-captioning tasks.

Actually, the rationale for using GPT-4o lies in
the complexity of the caption refinement process
guided by the reference image. This process re-
quires (1) accurately perceiving the discrepancies
between the original and reference images, and
(2) strong textual organization capabilities to effec-
tively revise and integrate feedback into the original
caption. These requirements demand a powerful
multimodal language model (MLLM), and GPT-4o
was chosen for its demonstrated strength in both
visual understanding and coherent text generation.

We also evaluated other models, such as Qwen2-
VL, using the same prompt. However, we found
that Qwen2-VL struggled to fully understand the
refinement setting, and the resulting revised cap-
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Table 7: Performance of different comparison methods.

Methods Capsbench Acc.

Original Qwen2-VL 43.55
+ Image-text comparison 49.50
+ Image-image comparison 54.08

Table 8: Ablation studies.

Method CapsBench

Acc. Color Rel. Pos. Shape

RICO 59.02 67.14 59.51 53.68
RICO-Flash 55.32 66.67 55.09 50.29

(a) wo/ tips 54.33 62.23 50.95 42.11
(b) wo/ output analy. 50.40 62.54 53.24 36.36
(c) finetune w/ pos. 51.16 59.79 51.85 32.32
(d) infer with ICL 45.26 49.83 42.13 26.26

tions were less satisfactory. We further evaluated
its performance on CapsBench, with the results
shown in Tab. 6. We can see that compared to GPT-
4o, Qwen2-VL yields only limited improvements
over the baseline. We also plan to evaluate more
powerful open-sourced models in future work.

4.4.5 Influence of Comparison Mechanism

In our RICO model, we adopt an image-to-image
comparison strategy. Compared to image-to-
caption comparison, image-to-image comparison
offers several advantages. First, it is inherently
a unimodal task and thus avoids the cross-modal
translation required by image-to-caption compar-
ison. This allows both humans and models to di-
rectly align visual content at corresponding spa-
tial locations to identify discrepancies. In contrast,
image-to-caption comparison is more challenging
since captions provide high-level, abstract sum-
maries that require semantic grounding to specific
visual elements. Moreover, the sequential and lin-
guistic structure of captions often does not align
with the spatial structure of images, further increas-
ing the difficulty of accurate comparison.

To validate this, we conducted experiments using
GPT-4o to refine captions based on either image-to-
caption comparison or image-to-image comparison.
The results are summarized in Tab. 7. As shown,
image-to-image comparison leads to a greater im-
provement, suggesting that it provides more effec-
tive feedback for caption refinement.

4.5 Ablation Studies
We conduct ablation studies to validate our design
choices, with results presented in Tab. 8. The find-
ings are: (a) When the refinement model is not
guided on which aspects to focus, it struggles to
identify key elements, resulting in a performance
drop. (b) Omitting the requirement for the model
to output an analysis process, which is intended
to promote deliberate reasoning, also leads to de-
graded performance. Regarding the DPO method,
we evaluate two alternative strategies: (c) directly
fine-tuning the base model using positive samples,
and (d) incorporating a positive sample into the
prompt for in-context learning (Dong et al., 2024b).
Both approaches yield inferior results compared to
the DPO method, underscoring the effectiveness of
DPO in our setting.

5 Conclusion

In this paper, we propose the RICO pipeline, which
leverages visual reconstruction to improve the ac-
curacy and completeness of image recaptioning.
We also introduce an efficient variant, RICO-Flash,
which learns the iterative refinement process of
RICO by DPO. Experimental results show that
our method achieves well-aligned semantic rep-
resentations between images and their captions,
and delivers strong recaptioning performance com-
pared to prior baselines. Further evaluations also
confirm the generalizability of our approach. We
hope RICO will inspire new techniques in image
recaptioning and may contribute to advancements
in broader multimodal research.
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A Additional Experimental Results

A.1 Qualitative Analysis of RICO

We present an example of the RICO refinement
process in Fig. 5. We can see that as the refinement
progresses, the caption is progressively revised to
incorporate important missing details. Addition-
ally, Fig. 6 provides a case accompanied by an
in-depth analysis. The analysis illustrates that our
refinement model effectively identifies discrepan-
cies and generates reasonable revision suggestions,
resulting in more accurate and comprehensive cap-
tions.

A.2 Detailed Results on the Generalization of
RICO

As discussed in § 4.4.3, our method consistently
performs well across various initial captioning mod-
els and prompt configurations. Extended results for
different prompt variants are presented in Tab. 17,
with the corresponding prompt templates listed in
Tab. 18. Detailed results using different initial cap-
tioning models are provided in Tab. 16. These
findings further validate the robustness and effec-
tiveness of RICO under diverse settings.

A.3 Detailed Results of the Text-to-Image
Generation Experiment

We present the expanded results of Tab. 4 in Tab. 19.
The text-to-image model trained with captions gen-
erated by our method consistently outperforms the
model trained with initial captions across nearly
all metrics, demonstrating improved alignment be-
tween image and text semantic spaces in RICO.

A.4 Computational Efficiency of RICO-Flash

We report the total inference time per image in
the Tab. 9 (note that the time may vary depend-
ing on the specific GPT-4o API used). As shown,
RICO-Flash significantly reduces inference time
by removing the need for iterative refinement. Ad-
ditionally, when the analysis process is omitted, the
impact on inference time is relatively small.

A.5 Results of More Iterations

We show the results of more refinement steps in
Tab. 10. We observe that after Step 4, there is no sig-
nificant improvement, and the variations are largely
attributable to random fluctuations introduced by
the evaluation process. In fact, the captions un-
dergo only minimal changes in the later steps.

Table 9: Inference time comparison of different models.
"RICO wo/ ana." denotes the RICO model without the
necessity to generate an analysis process.

Model Time (s)

RICO 40.1
RICO wo/ ana. 37.8
RICO-Flash 4.2

A.6 Performance on CLAIR Metric

We evaluate our model using the CLAIR met-
ric (Chan et al., 2023), as reported in Tab. 11.
CLAIR is a novel method that leverages the zero-
shot language modeling capabilities of large lan-
guage models (LLMs) to evaluate candidate cap-
tions. Our model consistently outperforms the base-
lines, highlighting the effectiveness of the proposed
reconstruction–refinement pipeline.

A.7 Potential Bias from Using GPT-4o for
Both Recaptioning and Evaluation

In our CapsBench evaluation, we employ GPT-4o
for both caption refinement and evaluation. We
acknowledge that reusing the same model in both
stages may introduce evaluation bias. To address
this concern, we conduct additional evaluations us-
ing two alternative evaluators—GPT-4V and Gem-
ini 2.5 Pro. The results, summarized in Tab. 12,
exhibit consistent trends across evaluators, support-
ing the reliability of our findings and indicating
that the observed improvements are not artifacts of
model-specific bias.

Furthermore, we perform an additional experi-
ment where Gemini 2.5 Pro served as the evalu-
ation model, while GPT-4o remained the refine-
ment model in our RICO pipeline. As reported in
Tab. 13, our method continues to substantially out-
perform all baselines, thereby demonstrating both
robustness and general effectiveness across diverse
evaluation settings.

A.8 Discussion on the Rel. Pos. in Capsbench

In CapsBench, the Rel. Pos. (Relative Position)
metric evaluates whether the caption accurately
captures the relative spatial relationships between
objects in the image. Our model performs well
in this aspect, which we believe is due to the ad-
vantage of image reconstruction in our framework.
Specifically, in traditional image-caption compar-
ison, relative position information is often under-
emphasized or lost due to the abstract nature of
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Table 10: Performance of different refinement steps.

Steps 1 2 3 4 5 6 7 8 9 10

Capsbench Acc. 43.18 53.39 56.86 57.59 57.65 58.45 58.23 58.73 57.99 58.62

Table 11: Performance on CLAIR metric.

Methods CLAIR

LaCLIP 0.749
CapsFusion 0.795
RICO-Flash 0.839
RICO 0.864

Table 12: Evaluations using different models.

Model Used for Evaluation CapsBench Acc.

GPT-4o 59.0
GPT-4v 58.7
Gemini 2.5pro 59.2

captions. However, when a reference image is re-
constructed and directly compared with the origi-
nal, discrepancies in object arrangements become
more salient, allowing the model to more easily
refine captions to include accurate positional infor-
mation.

Table. 14 is an example of an original caption
and its refined version, where the newly added rel-
ative position cues are highlighted with <**>.

B Additional Information on
Experimental Settings

B.1 Details of Baselines and Our
Implementations

We compare our method with several recaptioning
baselines. The details of each are provided below:
LaCLIP (Fan et al., 2023) LaCLIP identifies that
in CLIP training, text inputs tend to be underuti-
lized due to a lack of augmentation. To address this,
the authors propose leveraging large language mod-
els (LLMs) to rewrite the given text. Specifically,
ChatGPT is used to generate meta input-output
pairs, which are then used as in-context examples
to prompt LLaMA (Touvron et al., 2023) for gen-
erating refined captions. In our implementation,
we follow the same procedure to obtain enhanced
captions. Specifically, we first employ Qwen2-VL-
7B-Instruct to simulate the generation of alt text
using the prompt: “Describe the image using a
few essential keywords. Keep it concise, within 10

Table 13: Results on CapsBench, evaluated by Gemini
2.5 Pro.

Models CapsBench

LaCLIP 23.4
CapsFusion 34.7
Self-Loop 30.4
VeCLIP 23.5
ShareGPT4V 50.6
RICO-Flash 54.3
RICO 59.2

words.” The meta input-output pairs generated by
ChatGPT are then used as in-context examples to
prompt Qwen2-VL-7B-Instruct, which generates
the final refined captions.
VeCLIP (Lai et al., 2024) While previous meth-
ods like LaCLIP focus solely on textual rewriting,
VeCLIP emphasizes the incorporation of visual con-
cepts into the caption. It first employs a multimodal
LLM (LLaVA) to generate captions independently
of the original alt text, and then fuses these cap-
tions with the original using another LLM, such
as Vicuna (Chiang et al., 2023). In our implemen-
tation, we follow the official pipeline. We adopt
the same approach as in LaCLIP to generate the
initial alt texts. We then utilize LLaVA-1.5-7B-
Chat to generate supplementary captions. Finally,
Qwen2-VL-7B-Instruct is prompted to fuse these
two captions.
CapsFusion (Yu et al., 2024) CapsFusion high-
lights the importance of combining web-based alt
texts and synthetic captions. The authors construct
a dataset of 1 million examples by prompting Chat-
GPT to fuse these two types of captions, which
is then used to fine-tune LLaMA, resulting in the
CapsFusion-LLaMA model. Technically, we adopt
the official implementation: we use the same ap-
proach as LaCLIP to generate alt texts, utilize
Qwen2-VL-7B-Instruct to produce synthetic cap-
tions, and apply the official CapsFusion-LLaMA
model weights for fusion.
Self-Loop (Dong et al., 2024a) In the CAP-
TURE (Dong et al., 2024a) paper, the authors intro-
duce a new metric to evaluate image captioning and
design a self-looping caption improvement pipeline
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Table 14: An example of an original caption and its refined version.

Original:
The image depicts a scene from an animated series, featuring three characters seated on a green,
ornate couch. The man has red hair and is dressed in a brown suit with a white shirt and tie. The
woman has blonde hair styled in a high ponytail and is wearing a blue dress with a white collar.
The child has pink hair and is dressed in a red outfit with a green bow. The background is a simple,
muted color, focusing attention on the characters. The overall style is vibrant and detailed, typical
of anime art.

Revised:
The image depicts a scene from an animated series featuring three characters seated on a green,
ornate couch with an elaborate, dark wooden backrest. The man <*on the left*> has light pink hair
styled in a straight cut and is dressed in a brown suit with a white shirt and a black tie. The woman
<*on the right*> has long blonde hair styled in a sleek, high ponytail and is wearing a light blue
dress with a white collar and a sash tied at the waist. The child <*in the center*> has light pink
hair in a cute bob cut and is dressed in a red outfit with a bright green bow. The background is
plain with subtle tones, highlighting the characters. The overall style is soft and detailed, typical of
high-quality anime art, with pastel colors. <*The composition is a medium shot, allowing clear
visibility of the characters’ attire and expressions.*>

Table 15: Instructions provided to human annotators in
the caption editing experiment.

== INSTRUCTION TO ANNOTATORS ==

We are working on an image captioning task.
The following caption was generated by an
AI model. Please help refine this caption by
correcting any errors or ambiguities based
on the image, and feel free to add any impor-
tant details that are missing from the origi-
nal caption.

guided by this metric. In detail, the method de-
tects objects in the image, generates local captions,
filters out hallucinated objects, and merges local
descriptions with the overall caption. We use the
official repository to run this baseline.

ShareGPT4V (Chen et al., 2023) ShareGPT4V
underscores the critical role of captions in MLLM
training. It uses carefully crafted prompts to guide
GPT-4V in generating high-quality descriptions,
and then trains a Share-Captioner model to repli-
cate this behavior. In our experiments, we use
Share-Captioner to generate captions as part of the
baseline comparison.

B.2 Details of Evaluation Benchmarks

Traditional caption evaluation metrics (Anderson
et al., 2016; Lin, 2004) are not well-suited for eval-
uating captions generated by modern MLLMs. In
our work, we adopt the following evaluation met-
rics:
CapsBench. Proposed in Playground v3 (Liu
et al., 2024a), CapsBench introduces a benchmark
designed to evaluate the comprehensiveness and
accuracy of image captions. For each image, a
set of “yes-no” question-answer pairs is generated
across 17 semantic categories. During evaluation,
an LLM is tasked with answering these questions
based solely on the candidate caption. The possi-
ble answers are “yes”, “no”, and “n/a” (for unan-
swerable questions). The predicted answers are
compared with the ground-truth to compute the
overall accuracy. This benchmark effectively as-
sesses whether a model can capture accurate and
comprehensive information from the image. In our
implementation, we use GPT-4o (2024-08-06) as
the judge model.
CompreCap. CompreCap (Lu et al., 2025) is
a benchmark that evaluates the compositional un-
derstanding of detailed visual scenes through a di-
rected scene graph framework. Each image is seg-
mented into semantically meaningful regions, and
objects within these regions are annotated with at-
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A woman underneath a 
cherry blossom tree is setting 
up a picnic on a yellow 
checkered blanket. In the 
pond, a group of people 
enjoying the serenity of the 
sunset in a rowboat. In the 
distance, a building with 
Japanese-inspired 
architecture is perched on 
the lake.

A woman with shoulder-length hair, 
dressed in a kimono, is setting up a 
picnic on a yellow checkered blanket 
beneath a cherry blossom tree. Various 
foods, such as cakes and tea, are 
scattered across the blanket. In the 
pond, a group of people enjoying the 
serenity of the sunset in a rowboat. In 
the distance, a building with Japanese-
inspired two-story architecture is 
perched on the lake. surrounded by 
numerous cherry blossom trees.

A woman with shoulder-length hair, dressed in a 
white kimono, is setting up a picnic on a yellow 
checkered blanket beneath a cherry blossom tree. 
Various foods, such as cakes and tea, are 
scattered across the blanket, along with two 
boxes filled with food. In the pond, a group of 
people enjoying the serenity of the sunset in a 
rowboat. Some people stand on a small island in 
the lake on the left side of the frame. In the 
distance, a  two-story Japanese tower is perched 
on the lake. surrounded by numerous cherry 
blossom trees. The overall scene is bathed in the 
golden light of the sunset.

Original Image Image 1 Image 2 Image 3

Caption 1 Caption 2 Caption 3

Figure 5: An example demonstrating the iterative refinement process performed by our model, where red text
indicates added or corrected information.

Table 16: Detailed performance of RICO across different initial captioning models.

Model CapsBench CompreCap

Acc. Color Shape Rel. Pos. Obj. Pix. Rel. Attr.

Qwen2-VL (Wang et al.) 42.02 48.11 27.27 32.41 69.82 60.02 2.66 2.81
Qwen2-VL + RICO 59.02 (+17.00) 67.14 (+19.03) 53.68 (+26.41) 59.51 (+27.10) 75.04 (+5.22) 63.04 (+3.02) 2.85 (+0.19) 2.82 (+0.01)

CogVLM 2 (Hong et al.) 45.10 47.77 28.23 39.81 68.54 59.21 2.57 2.61
CogVLM 2 + RICO 57.51 (+12.41) 63.67 (+15.90) 35.46 (+7.23) 48.76 (+8.95) 75.37 (+6.83) 61.65 (+2.44) 2.78 (+0.21) 2.75 (+0.14)

GPT-4o (OpenAI et al.) 49.63 54.64 28.28 48.15 70.93 60.09 2.67 2.77
GPT-4o + RICO 57.68 (+8.05) 63.24 (+8.60) 44.57 (+16.29) 59.47 (+11.32) 74.47 (+3.54) 62.11 (+2.02) 2.76 (+0.09) 2.81 (+0.04)

Gemini 1.5 Pro (Team et al.) 49.71 51.20 23.23 36.57 71.77 60.28 2.89 2.71
Gemini 1.5 Pro + RICO 57.72 (+8.01) 65.70 (+14.50) 37.50 (+14.27) 50.48 (+13.91) 75.77 (+4.00) 61.97 (+1.69) 2.85 (+-0.04) 2.83 (+0.12)

BLIP-3 (Xue et al.) 37.03 40.55 19.19 29.63 67.85 56.99 2.61 2.50
BLIP-3 + RICO 56.21 (+19.18) 66.20 (+25.65) 37.76 (+18.57) 55.61 (+25.98) 74.31 (+6.46) 61.47 (+4.48) 2.79 (+0.18) 2.75 (+0.25)

LLaVA 1.5 (Liu et al.) 29.51 27.84 9.09 18.06 57.14 44.48 2.02 2.38
LLaVA 1.5 + RICO 53.13 (+23.62) 61.07 (+33.23) 36.84 (+27.75) 48.10 (+30.04) 76.38 (+19.24) 61.49 (+17.01) 2.82 (+0.80) 2.82 (+0.44)

Table 17: Detailed performance of RICO across different initial prompts.

Model CapsBench CompreCap

Acc. Color Shape Rel. Pos. Obj. Pix. Rel. Attr.

Prompt #1 42.02 48.11 27.27 32.41 69.82 60.02 2.66 2.81
+ RICO 59.02 (+17.00) 67.14 (+19.03) 53.68 (+26.41) 59.51 (+27.10) 75.04 (+5.22) 63.04 (+3.02) 2.85 (+0.19) 2.82 (+0.01)

Prompt #2 45.97 49.14 23.22 40.74 69.29 60.41 2.69 2.62
+ RICO 57.64 (+11.67) 65.45 (+16.31) 39.08 (+15.86) 56.45 (+15.71) 74.83 (+5.54) 62.65 (+2.24) 2.80 (+0.11) 2.79 (+0.17)

Prompt #3 41.85 43.30 23.23 36.11 68.46 58.89 2.72 2.59
+ RICO 54.85 (+13.00) 66.54 (+23.24) 47.25 (+24.02) 52.85 (+16.74) 75.15 (+6.69) 62.40 (+3.51) 2.80 (+0.08) 2.82 (+0.23)
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Table 18: Different prompts used to generate initial captions.

============ DIFFERENT PROMPTS TO GENERATE INITIAL CAPTIONS ============

Prompt #1: Describe this image in detail. Your answer should be concise and informative.

Prompt #2: Describe the image with rich and detailed observations. You may pay attention to
the dimensions of overall, main subject, background, movement of main subject, style, camera
movement and so on.

Prompt #3: Give this image a detailed caption.

Table 19: Extended version of the evaluation of the text-to-image model.

Model DPG-Bench VQAScore
Entity Relation Attribute Global Overall

FLUX w/ Init. Cap. 85.110 89.950 80.080 72.414 78.502 0.841
FLUX w/ RICO-DPO 86.850 90.551 82.831 75.172 80.336 0.852

tributes and directional relations to form a directed
scene graph. The benchmark then assesses gen-
erated captions based on three levels: (1) object-
level coverage, (2) accuracy of attribute descrip-
tions, and (3) correctness of key relationships. This
benchmark is particularly effective at evaluating the
model’s ability to capture relational and composi-
tional details. We adopt the official implementation
for our evaluation.

Amber. Amber (Wang et al., 2024a) is designed
to evaluate hallucinations in MLLM-generated cap-
tions by comparing the set of objects mentioned in
the caption with a pre-annotated object list for the
image. It defines several metrics: CHAIR, which
quantifies the frequency of hallucinated (i.e., nonex-
istent) objects, and Cover, which measures how
well the caption covers the annotated objects. Fol-
lowing the original paper’s claim that “an ideal
response is considered to be one that minimizes
hallucinatory content without significantly compro-
mising the coverage of objects in the image,” we
adopt a unified metric, Cover − CHAIR, to re-
flect this trade-off. This provides a concise and
interpretable measure of caption faithfulness.

CAPTURE CAPTURE (Dong et al., 2024a) intro-
duce a benchmark designed to evaluate detailed im-
age captioning performance by extracting and com-
paring core visual elements in generated captions.
Unlike traditional metrics that rely on n-gram over-
laps, CAPTURE focuses on the alignment of se-

mantic content by parsing captions into structured
scene graphs comprising objects, attributes, and re-
lationships. Using the Factual T5-based parser (Li
et al., 2023b), these elements are extracted and
then matched across candidate and reference cap-
tions through a three-stage strategy involving exact,
synonym, and soft matching. The final evaluation
score is computed as a weighted sum of F1 scores
for each element type. This benchmark is partic-
ularly effective for assessing fine-grained visual
grounding in generated captions. We adopt the
official implementation for our evaluation.

B.3 Details of Recaptioning Experiment with
GPT-4o and Human Annotators

In § 4.2, we analyze the recaption behavior for
captions generated by an MLLM. Specifically, we
randomly select 100 images from CapsBench and
prompt Qwen2-VL-7B-Instruct to generate initial
captions. These captions, along with the corre-
sponding images, are then input to GPT-4o, which
is asked to refine the captions. For human recap-
tioning, we recruit two well-educated researchers
proficient in English and instruct them to refine the
captions. We verify that their edits are consistent
and of high quality. The instruction provided to
both GPT-4o and the human annotators is shown in
Tab. 15. For our RICO, to ensure a fair comparison,
we set the number of refinement iterations N = 1,
i.e., each caption is refined only once.
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The image captures a breathtaking winter scene 
with a person ice skating on a frozen lake. The 
main subject, a skater, is positioned in the center, 
with their arms raised in a dynamic pose, 
suggesting movement and balance. The ice is 
transparent, revealing the blue water beneath, 
creating a striking contrast. The background 
features majestic mountains under a clear sky 
with a few scattered clouds. The sunlight casts a 
warm glow, highlighting the skater and the ice's 
surface. The overall composition is balanced, with 
the skater and the ice slice drawing the viewer's 
eye towards the horizon. The image is taken from 
a low angle, emphasizing the vastness of the 
landscape and the skater's action

The main differences between the original and reconstructed images lie in the foreground details, 
the clothing of the skater, the lighting, and overall composition. The original image features a large, 
prominent triangular slab of ice in the foreground that serves as a significant visual element, which 
is absent in the reconstructed image. The skater in the original image is silhouetted against the sun, 
creating a backlit effect with dramatic contrast and long shadows, while the reconstructed image 
lacks this silhouette effect and has more neutral lighting on the skater. Additionally, the skater in the 
original is dressed in dark clothing which contributes to the silhouette, while in the reconstructed 
image, the skater is wearing a beige jacket and red shoes. The low-angle shot in the original 
emphasizes the expansive foreground and the interplay of light and shadow, which is not captured 
in the reconstructed version. By adding detailed descriptions of the ice slab, the skater's clothing, 
and the specific lighting and shadow effects, the caption can be improved to guide the 
reconstruction process more precisely.

The image captures a breathtaking winter scene with a 
person ice skating on a frozen lake. In the foreground, 
there is a prominent, large triangular slab of 
transparent ice with visible textures, creating a focal 
point. The main subject, a skater dressed entirely in dark 
clothing, is positioned in the center with arms raised 
dynamically, suggesting movement and balance. The 
skater's silhouette is backlit by the sun, which casts a 
long shadow and a starburst effect behind them, 
enhancing the dramatic ambiance. The ice is transparent 
with a deep blue tint, and scattered white spots of snow 
are visible. The background features majestic silhouettes 
of mountains under a clear sky with some scattered 
clouds. The photo is shot from a low angle, emphasizing 
the vastness of the landscape and focusing on the 
interplay between the ice and the skater's shadow.

Original Image

Caption 0

Reconst. Image 1

Caption 1

Reconst. Image 2

Proposed Analysis

Figure 6: An example demonstrating the output analysis produced by our model, where green text highlights
important aspects identified in the analysis, and blue text indicates information incorporated into the updated
caption.

B.4 Details of Text-to-Image Generation

For the text-to-image generation experiment de-
scribed in § 4.4.1, we adopt the FLUX.1-dev
model (Labs, 2024). To accelerate training, we
employ a LoRA-tuned (Hu et al., 2021) version of
the model. The training dataset is primarily sourced
from Hugging Face 2, and we collect a total of 30K
images for our experiments. Training is conducted
for 10,000 steps using 8 GPUs, each with a batch
size of 10. The image resolution is set to 1024 ×
1024. We use the AdamW optimizer (Loshchilov
and Hutter, 2019) with a learning rate of 10−4.

C More Implementation Details

C.1 Prompt in the Refinement Procedure

We provide the prompt used to query GPT-4o (Ope-
nAI et al., 2024) for the refinement procedure de-
scribed in § 3.3, as shown in Tab. 20.

C.2 Details of DPO Training

For training the DPO variant, we primarily use data
from the DCE dataset (Sun et al., 2025), which
spans a diverse range of image domains. From
this dataset, we randomly sample 10K instances to
construct preference pairs, as outlined in § 3.4.

2https://huggingface.co/datasets/jackyhate/
text-to-image-2M

For the DPO experiments, we use the
LLaMA-Factory toolkit (Zheng et al., 2024). We
initialize the model with Qwen2-VL and set the
preference scaling parameter to β = 0.1. The
model is fine-tuned for 3 epochs using 8 GPUs.
The batch size is set to 64, and the learning rate is
η = 1.0 × 10−5. We use a cutoff length of 2048
tokens and a warmup ratio of 0.1.

D Basics for DPO

Direct Preference Optimization (DPO) (Rafailov
et al., 2024) formulates preference learning as a
probabilistic binary classification task, without the
need to train an explicit reward model. Given a
dataset of preference tuples (x, y+, y−)—where x
denotes a shared context (e.g., a prompt), and y+

and y− represent the preferred and dispreferred
responses respectively–DPO aims to train a policy
πθ(y | x) such that:

πθ(y
+ | x) > πθ(y

− | x)

DPO defines an implicit reward function based
on the log-likelihood ratio between the current pol-
icy πθ and a fixed reference policy π0 (e.g., the
base model):

r(y | x) = log
πθ(y | x)
π0(y | x)
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This leads to a binary classification objective
that maximizes preference likelihood with KL reg-
ularization:

π∗ = argmax
π

E(x,y+,y−)
[
log

exp(βr(y+ | x))
exp(βr(y+ | x)) + exp(βr(y− | x))

]

−KL(π ∥π0)

Substituting r(y | x), the DPO training loss
becomes:

LDPO = −E(x,y+,y−)[
log

πθ(y
+ | x)β

πθ(y+ | x)β + πθ(y− | x)β

]

This loss encourages the model to prefer y+ over
y− while implicitly regularizing against the refer-
ence model π0. Unlike traditional reinforcement
learning, DPO requires no reward model sampling
or rollouts, offering both stability and efficiency.
More mathematical details can be found in the orig-
inal paper of DPO.3

E Limitations

Our work still has several limitations. First, a key
assumption of the proposed pipeline is that the text-
to-image model must be sufficiently powerful to
faithfully recover as many details as possible from
the candidate caption. This places high demands
on the capability of the text-to-image model. In this
work, we adopt the FLUX model, which demon-
strates strong performance, but still leaves room for
significant improvement. Secondly, given the dis-
crepancies between the original and reconstructed
images, multiple plausible caption revisions may
exist. Determining how to refine the caption in a
concise yet effective manner remains a significant
challenge for the refinement model. Lastly, the iter-
ative version of our method is resource-intensive.
Although we propose a DPO-based variant to mit-
igate this issue, reducing the coupling within the
pipeline and improving inference efficiency remain
important directions for future work.

F Ethical Consideration

Due to the multi-stage nature of our framework, any
biases present in the underlying models—whether
the T2I model or the MLLM—can propagate

3https://arxiv.org/pdf/2305.18290

through and affect the final results. Additionally,
as most state-of-the-art T2I models and MLLMs
are optimized primarily for English, our system
also tends to be limited in linguistic diversity. We
are actively working on mitigating these issues in
future iterations of our model.
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================ PROMPT IN THE REFINEMENT PROCEDURE ================

We are working on a project that involves generating captions for images and using these captions
to reconstruct the images. The process follows these steps:
1. Original Image (First Image): A caption is generated based on this image.
2. Reconstructed Image (Second Image): The generated caption is used as input for a text-to-

image model to create this image.

Your Task
Compare the original and reconstructed images, analyzing their differences to identify potential
improvements for the original caption. Based on your observations, provide a revised caption that
could enhance the reconstruction quality.

Guidelines for Comparison
• Visual Details: Color, shape, texture, and material of objects.
• Composition & Layout: Object positioning, spatial relationships, and overall scene structure.
• Human Attributes (if applicable): Pose, facial expression, skin tone, clothing, and hairstyle.
• Perspective & Style: Type of image, camera angle, depth of field, lighting, and artistic style.
• Text in the Image: Accuracy of any visible words, symbols, or signs.
• Image Quality: Blurriness, artifacts, or inconsistencies in object rendering.
• World Knowledge: Proper nouns or specific real-world references that should be preserved.
• Color Aesthetics: Color palette, grading, and overall mood consistency.

How to Improve the Caption
• Add missing details that were lost in reconstruction.
• Clarify ambiguous descriptions to provide more precise information.
• Correct any inaccuracies based on observed differences.
• Specify key attributes (e.g., “a red leather couch” instead of “a couch”).

Your revised caption should aim to reduce discrepancies between the original and reconstructed
images while maintaining a natural and informative description. You are encouraged to make the
revised caption less than 512 tokens.

Now I provide the original image, reconstructed image, and the original caption: {orig_caption}.

Please give me the revised caption that you believe could enhance the reconstruction quality
(i.e., make the new reconstructed image more like the original one at pixel level), enclosed with
<revised caption>. And provide your analysis enclosed with <analysis> after.

Table 20: The prompt used to query GPT-4o in the refinement procedure.
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