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Abstract

Many statistical facts are conveyed through
charts. While various methods have emerged
for chart understanding, chart generation typi-
cally requires users to manually input code, in-
tent, and other parameters to obtain the desired
format on chart generation tools. Recently, the
advent of image-generating Large Language
Models has facilitated chart generation; how-
ever, even this process often requires users to
provide numerous constraints for accurate re-
sults. In this paper, we propose a loop-based
framework for automatically evolving charts in
a multi-agent environment. Within this frame-
work, three distinct agents—Chart Code Gen-
erator, Chart Replier, and Chart Quality Eval-
uator—collaborate for iterative, user-tailored
chart generation using large language models.
Our approach demonstrates an improvement of
up to 29.97% in performance compared to first
generation, while also reducing generation time
by up to 86.9% compared to manual prompt-
based methods, showcasing the effectiveness
of this multi-agent collaboration in enhancing
the quality and efficiency of chart generation.

1 Introduction

Charts are a key tool for visualizing data in both
everyday life and scientific research. They are of-
ten used in reports and academic papers to simplify
complex data and make it easier to understand. By
converting difficult-to-read tables into visual for-
mats, charts improve clarity and make information
more persuasive.

Traditionally, creating charts has required man-
ual coding with visualization libraries like mat-
plotlib and AutoViz (Seshadri, 2020) (Figure 1a).
This process is time-consuming and requires techni-
cal skills. Recently, large language models (LLMs),
such as GPT-4 Vision (Yang et al., 2023), have en-
abled new automated methods that generate charts
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Figure 1: Comparison of our approach with typical chart
generation methods. Manual tools require significant hu-
man intervention to convert tables into charts. Recent
research leverages LLMs to generate charts from table
data via code. Our approach utilizes multi-agents to iter-
atively refine and generate tailored charts automatically.

based on table data and user prompt (Figure 1b).
These methods make chart creation more accessible
by removing the need for programming knowledge.

However, current single LLM approaches have
limitations. These methods typically generate a sin-
gle chart based solely on the user input, making the
quality of the chart heavily dependent on precise
prompt-engineering. Ambiguous instructions often
result in ineffective charts, and these approaches
require iterative user feedback, which demands con-
tinuous interaction and reduces efficiency.

To address these issues, we propose a new frame-
work in which multiple LLM agents collaborate in
a loop-like, evolutionary process to automatically
generate and improve charts. Unlike traditional ap-
proaches, we take zero-human-prompt-engineering,
utilizing iterative interactions among specialized
agents to enable progressive chart quality improve-
ments and gradual optimization over time.

Our proposed approach introduces three key
LLM roles to achieve automated chart generation
and refinement: 1) Chart Code Generator gen-
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erates chart code, 2) Chart Replier has the LLM
answer questions about the generated chart in rela-
tion to the user’s objectives, and 3) Chart Quality
Evaluator assesses whether the chart is suitable
based on the table, user intent, and responses. This
process is repeated at each step, allowing for grad-
ual evolution.

To validate our framework, we first assessed
whether each LLM agent effectively fulfilled its as-
signed role. We found that chart generation with the
AMACE framework improved performance, with
Chart Replier providing responses up to 29.97%
better with additional steps compared to a single-
step. Human evaluations, which rated chart prefer-
ences on a 1-5 scale, also showed consistent im-
provement across steps. Compared to manual chart
generation using prompt engineering, AMACE
achieved up to an 86.9% reduction in generation
time. Additionally, by swapping models for each
role, we demonstrated that better models tended
to perform more effectively. The experiments il-
lustrate how our framework progressively refines
charts to better match user intent as the process
advances.

2 Related Works

Recent frameworks enhance LLM performance by
assigning roles to multiple models and leveraging
their interactions. ART (Shridhar et al., 2024) and
Self-Refine (Madaan et al., 2023) use feedback
for iterative improvement. (Park et al., 2023; Xi
et al., 2023), Eureka (Ma et al., 2024), and Guided-
Code (Almorsi et al., 2025) apply multi-agent or
loop-based strategies to simulate behavior or refine
code. These works highlight the effectiveness of
role-based collaboration in LLM systems.

LLMs are not limited to text-based input and
output. With the advancement of Vision Transform-
ers, multimodal LLMs that process both images
and text to understand their interrelationships are
gaining attention. Representative examples include
BLIP2 (Lietal., 2023b), LLaVA (Liu et al., 2023b),
and Gemini (Gemini, 2024). Frameworks that carry
out interactions through the relationship between
these models are being studied, such as (Wu et al.,
2023), which extracts features from vision and
generates images at each loop; (Li et al., 2023a),
which collects similar examples to the input image
through a loop structure and utilizes them for few-
shot learning; and SILMM (Qu et al., 2025), which
adopts a model-agnostic self-improvement loop
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(a) Real-world Evaluation
Framework Cycle
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Framework Cycle

Figure 2: The real-world evaluation for product improve-
ment and multi-agent evaluation framework. Our frame-
work assigns the roles of the producer, consumer, and
evaluator roles to specialized agents as the Chart Code
Generator, Chart Replier, and Chart Quality Evaluator.

where LLMs iteratively refine text-image align-
ment via preference optimization.

Chart generation using LLMs is closely tied to
code generation, where textual and visual inputs
guide the synthesis of chart-rendering code (Masry
et al., 2023; Liu et al., 2023a). Text2Chart31 (Pe-
saran Zadeh et al., 2024) and Matplotbench (Yang
et al., 2024) translate text and numeric data into
executable chart code, while chart-specialized mul-
timodal LLMs (Han et al., 2023; Masry et al.,
2024) directly process chart images. ChartCitor
(Goswami et al., 2025) uses multiple agents to
extract tables from chart images and assign fine-
grained answer citations. METAL (Li et al., 2025)
introduces a multi-agent framework that refines ex-
isting charts, requiring a pre-existing chart as input
and focusing on automatic improvement rather than
generation from scratch.

Our study aims to evolve chart generation perfor-
mance automatically by employing multiple LLMs
in iterative multi-agent environments. In contrast
to prior studies, our method adopts an iterative
structure that refines charts to better align with
user intent. We assign roles to different types of
LLMs to construct a collaborative environment for
generating charts that are tailored to specific user
objectives.

3 Automatic Multi-Agent Chart
Evolution(AMACE)

In this paper, we propose Automatic Multi-Agent
Chart Evolution (AMACE), a framework lever-
aging a cooperative multi-agent approach for chart
generation. Traditional single-agent approaches of-
ten produce ambiguous outputs due to task com-
plexity and cognitive load. Our framework ad-
dresses this by employing specialized LLM agents
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Figure 3: Overall architecture of Automatic Multi-Agent Chart Evolutlon framework In the mmal step, the
description is input into the Chart Generation module. The Chart Replier (CR) receives the query from the
description, while the Chart Quality Evaluator (CQE) takes both the query and the table from the description as
input. After generating the chart, the outputs from the CR and the CQE are combined in an appropriate format
for the description, and this process is repeated at each step. Early Stopping Checker involves halting loops when

deemed appropriate based on feedback from the CQE.

with distinct roles that collaborate interactively.
This design ensures robust chart generation through
evolutionary optimization. AMACE agent prompts
are detailed in Appendix A

3.1 Evaluation Framework Cycle

We identified real-world evaluation cycles, such as
restaurants improving through delivery app reviews
or research papers evolving through reviews and
revisions, as shown in Figure 2a. Inspired by these
processes, we designed a multi-agent evaluation
framework cycle by assigning the roles of producer,
consumer, and evaluator to specialized agents, as
shown in Figure 2b. These agents collaborate to
perform tasks efficiently and systematically.

Our chart generation framework leverages a
multi-agent system as illustrated in Figure 3. The
system orchestrates three distinct LLMs, including
one with multimodal capabilities, each perform-
ing specialized tasks. The Chart Code Generator
(CCG) generates code for table-to-chart transfor-
mation, the Chart Replier (CR) generates responses
based on chart analysis, and the Chart Quality Eval-
uator (CQE) evaluates these responses. Through it-
erative refinement cycles, the system progressively
optimizes chart generation. To enhance computa-
tional efficiency, we implement an Early Stopping

Checker that terminates the iteration loops when
the CQE determines that the generated chart meets
the specified quality criteria.

3.2 Chart Code Generator (CCG)

The role of the CCG is to receive a series of text
and conditions for code generation relevant to the
input. in a text-to-code generation paradigm, where
both input and output maintain textual format.

The input prompt structure, as illustrated in Fig-
ure 10, incorporates four key elements: role specifi-
cation, table data, querys, and code conditions. The
system assigns a Python programmer role to the
LLM and provides text-formatted representations
of the table data, query specifications, and code
constraints. The query component encompasses vi-
sualization task objectives and, where applicable,
example questions. The code conditions specify
required libraries, table variable names, and out-
put code structure specifications, which facilitate
subsequent code execution post-processing.

The code regeneration process integrates feed-
back from multiple components, as depicted in Fig-
ure 11. This process incorporates outputs from the
CR and CQE, alongside the previous CCG results.
The system implements a conversational architec-
ture where inputs comprise the previous CCG’s
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input-output pairs, combined with CR and CQE
feedback. This feedback loop structure enables iter-
ative refinement, with new code generation instruc-
tions contextualized by prior process results.

3.3 Chart Renderer

The Chart Renderer module executes the code gen-
erated by the CCG to chart visualizations. It per-
forms validation checks for requirement compli-
ance and syntactic correctness, including table vari-
able names and structural alignment. If the code
fails, a call to the CCG for regenerate code.
Following successful validation, the system exe-
cutes the code through a Python runtime environ-
ment. The resultant chart visualization is persisted
to storage and transmitted to the CR. Additionally,
the validated code is preserved to facilitate iterative
refinement in subsequent processing stages.

3.4 Chart Replier (CR)

In the role of the CR, multimodal LLMs are uti-
lized to process visual chart input alongside tex-
tual prompts and generate corresponding responses.
This system architecture leverages the multimodal
capabilities of LLMs to handle visual and textual
input within a text-output framework.

As illustrated in Figure 12, the system processes
chart visualizations and queries through a struc-
tured input. The query component includes task-
specific objectives, with direct question input for
question-answering tasks. The system generates re-
sponses that align with the specified task objectives
through comprehensive chart analysis.

3.5 Chart Quality Evaluator (CQE)

The role of the CQE is to assess the quality of an-
swers provided by the CR regarding the generated
chart. It evaluates how effectively the chart conveys
information and identifies any missing details. This
evaluation is crucial in cases where ground truth is
unavailable, as often occurs in real-world applica-
tions. Additionally, to account for potential missing
information during the visualization process, the
CQE takes a table input.

The input prompt structure, as shown in Figure
13, includes the role, table, query, and the response
from the previous model. The system assigns the
role of evaluating the correctness of responses to
the LLM. The inputs consist of the table formatted
in text, the query, and the response of the previ-
ous model. The updated query reflects the previous

model’s query in problem form. The output indi-
cates whether the response is correct or incorrect,
along with an explanation.

3.6 Iterative Multi-Agent Interaction

Our methodology adopts an iterative approach to
chart generation:

1. The CCG generates charting code based on
the table and query, while the Chart Renderer
converts table data into charts using the gener-
ated code.

2. The CR processes questions relevant to the
chart and provides answers.

3. The CQE evaluates based on the table, ques-
tions, and answers from the CR.

4. The feedbacks and answers from the CR and
CQE are fed back to the CCG to generate new
code, creating an iterative cycle.

During the iterative process, the chart evolves
gradually through agent interactions. Each agent
contributes responses, and feedback guides the evo-
lution of the charting code, enabling continuous
improvement in this collaborative environment.

3.7 Early Stopping Checker

To save time and resources in generating tailored
charts, we introduce an Early Stopping mechanism,
called the Early Stopping Checker. It autonomously
halts loops once CQE feedback is confirmed as
correct, preventing unnecessary steps and reducing
both user waiting time and resource usage.

4 Experiments

This study explores the impact of the AMACE
framework through multi-agent experiments with
three main objectives:

* Quantify improvements in chart generation
using the AMACE framework and validate
them through human evaluation.

* Determine the influence of each LLM role on
performance.

* Compare performance with and without Early
Stopping to assess its potential as a replace-
ment and highlight its time-saving benefits.

Dataset For the analysis of experiments, we em-
ployed the ChartQA (Masry et al., 2022) and Chart-
to-Text (Kantharaj et al., 2022) datasets, which con-
tain both table and chart data, making them suitable
for multimodal evaluation.
AMACE-1

* CCG: GPT-3.5-turbo (Ye et al., 2023)
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¢ CR: Gemini 1.0 Pro Vision (Gemini, 2024)

* CQE: GPT-4-turbo (OpenAl, 2024)
AMACE-10

* CCG: GPT-40 mini (OpenAl, 2024)

¢ CR: Gemini 1.5 Flash (Team, 2024)

* CQE: GPT-40 (OpenAl, 2024)

In our experiments, AMACE-1o utilized high-
performing LLMs, whereas AMACE-1 employed
earlier-generation models, yielding inferior per-
formance. Based on the ablation experiments, we
designed the CR and CQE roles in AMACE using
a more advanced model.

For the ablation experiments, we utilized GPT-
40 mini and Gemini 1.0 Pro Vision as the baseline,
while GPT-40 and Gemini 1.5 Flash served as the
advanced models. Each role was tested by replacing
its respective model. Dataset and all experiment
settings are shown in Appendix B.

4.1 Performance Improvement Across Steps

To assess whether the CR provides appropriate re-
sponses to the generated chart and user intent, we
evaluate the extent of performance improvement
across datasets as the steps progress.

The results in Figure 4a and 4b show
performance improvements with each step in
ChartQA. AMACE-1 saw a 29.79% accuracy in-
crease for ChartQA:augmented, while AMACE-
lo showed an 8.48% rise for ChartQA:human.
ChartQA:augmented surpassed ChartQA:human
due to LLM-generated questions.

Additionally, Figure 4c and 4d shows that the
changes in ROUGE-L and BERTScore for Chart-
to-Text across all steps are less pronounced com-
pared to ChartQA. However, both AMACE-1 and
AMACE-10 show an increase in these metrics.
ROUGE-L and BERTScore exhibit wider bounds
compared to Accuracy. These results indicate that
AMACE performs well across all datasets. Numer-
ical results are detailed in Table 4.

4.2 Human Evaluation of Chart Quality

To evaluate the quality of generated charts across
iterative steps, we conducted a human evaluation in
which five annotators rated charts generated from
150 data samples. For each sample, the AMACE
framework generated five versions of a chart across
five steps. Participants were asked to rate each chart
on a scale from 1 (least suitable) to 5 (most suitable)
based on how well the chart matched the intended
query and conveyed the relevant information.
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Figure 4: Performance graphs over five steps for each
dataset. In Chart-to-Text, ROUGEScore represents the
ROUGE-L F1 score. The x-axis shows step, with blue
for AMACE-1 and red for AMACE-10. Bounds denote
the minimum and maximum values.

As shown in Figure 5, human ratings consistently
improve as the chart generation progresses from
Step 1 to Step 5, indicating that our framework
gradually refines both the content and presentation
of the charts. This trend is consistent across all
datasets and models, demonstrating the effective-
ness of our step-wise refinement strategy.

Further qualitative improvements are illustrated
in Figure 6, which shows example charts generated
by AMACE-1o0 at each step. As the steps progress,
the charts include more informative elements, such
as numeric labels on lines or modified bar layouts
for better visual clarity. This highlights improve-
ments in both informativeness and visual design.

Figure 14 in Appendix further shows how the
underlying chart code evolves across steps. In par-
ticular, we observe that initial code generated by
the CCG is updated in subsequent steps to reflect
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Figure 5: Human evaluation results for charts generated by AMACE-1 and AMACE-1o over five iterative step. Each
chart was rated on a 5-point scale (1 = least preferred, 5 = most preferred) based on visual quality and relevance to
the intent. The evaluations were conducted by five human judges across 150 chart instances from three datasets.

Circle size and color represent the frequency of ratings.

feedback from the CQE, resulting in refined vi-
sual output. Additional chart types and refinement
details can also be found in Appendix D.

4.3 Ablation Analysis of LLM Role Effects

To evaluate the impact of each role on performance,
experiments were conducted by replacing the base-
line model combinations with higher-performing
models for each role. The performance was vali-
dated using ground truth from each dataset.

The results in Figure 7 show that while utilizing
better models does not always guarantee improve-
ment, the overall trend indicates a performance
boost. In ChartQA, replacing the CQE yielded the
best performance compared to other model replace-
ments. In Chart-to-Text, replacing the CR further
improved performance. These findings highlight
the importance of generating sentences effectively
and understanding context for accurate evaluation.
Based on these insights, we developed the AMACE
settings. Numerical results are provided in Table 5.

4.4 Impact of Early Stopping

We evaluate the impact of CQE-based Early Stop-
ping on iterative chart generation, comparing it
with generation without this mechanism.

Figure 8 shows the percentage of Early Stopping
at each step for each dataset. In the first step, up to
63.9% of the processes stop, indicating that more
than half of the datasets stop at the first step.

Figure 9 compares the final performance with
and without Early Stopping. Overall, Early Stop-

w/o Early w/ Early

Model Dataset Stopping Stopping

Checker Checker
AMACE ChartQA:augmented 36.52s 24.27s (| 33.5?)
1 ChartQA:human 77.47s 45.73s (1 41.0%)
Chart-to-Text 80.04s 39.49s (J 50.7%)
AMACE ChartQA:augmented 31.09s 22.45s (] 27.8%)
1o ChartQA:human 36.10s 23.83s (| 34.0%)
Chart-to-Text 4291s 15.74s (] 63.3%)

Table 1: Comparison of time (in seconds) taken per sam-
ple with and without the Early Stopping Checker. Each
experiment was conducted on 100 samples per dataset.
The values in parentheses indicate the percentage of
time saved using Early Stopping.

ping achieves comparable or higher performance,
with AMACE-1 showing a notable 17.3% improve-
ment in ChartQA. These results confirm the ef-
fectiveness of Early Stopping in enhancing perfor-
mance. Numerical results are shown in Table 4.

Table 1 demonstrates the time efficiency gained
by applying Early Stopping to terminate the itera-
tive generation process. The results show that Early
Stopping improves both the efficiency and over-
all effectiveness of chart generation. Notably, the
chart-to-text setting with AMACE-1o0 achieved a
63.31% reduction in processing time, indicating
substantial gains across datasets. In addition, Ta-
ble 7 shows that Early Stopping reduced generation
cost by up to 59.6%, along with improvements in
token efficiency. For full results, see Appendix E.
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Figure 6: Step-by-step chart images generated by AMACE-1o across five refinement steps, shown alongside
the original human-created charts for reference. Each row represents a dataset, and illustrates how AMACE-10
progressively improves the generated charts in terms of informativeness, visual clarity, and alignment with the

underlying data.

4.5 Comparison with Prompt Engineering Dataset Model Time (sec)
Human Process 111.43s
Based Chart Appl.'oach . . ai;?nrz?ltAea AMACE-1 24.27s (] 78.2%)
We compare AMACE with a Prompt Engineering AMACE-lo  22.45s (] 79.9%)
Based Chart Approach, illustrated in Figure 1b, ChartQA: Human Process 144.66s
where human participants manually revise prompts human AMACE-1 ~ 45.73s (| 68.4%)
to iteratively generate charts (denoted as Human AMACE-lo  23.83s (| 83.6%)
Process). The human process was evaluated on Human Process 120.24s
50 samples, and the time required to generate each Chart-to-Text AMACE-1 39.49s (1 67.2%)
AMACE-1o  15.74s (| 86.9%)

chart was measured. In this setting, humans stopped
the process once they were satisfied with the gener-
ated chart, similar in principle to Early Stopping in
AMACE. Participant details in Appendix B.

Table 2 compares the time taken for AMACE
with Early Stopping Checker with Human Process.
For Human Process charts, the process is stopped
when the user is satisfied, and the next data point
is processed. This is compared with the AMACE
approach that uses Early Stopping Checker.

Table 2: Compares the time per sample between
AMACE with Early Stopping and the Prompt
Engineering-based Human Process, based on 100 sam-
ples per dataset. Times are in seconds; Parentheses show
time saved over the Human Process.

While the Human Process allows for fine-
grained control through manual review and prompt
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Figure 9: This figure illustrates the performance with and without Early Stopping. For Early Stopping, the final
performance is shown, while without Early Stopping, the performance after 5 steps is presented.

adjustments, it requires domain expertise and
significantly more time. As shown in Table 2,
AMACE-1o0 achieved up to 86.9% time reduction
compared to the Human Process on the Chart-to-
Text dataset. This overhead arises from the need for
individualized judgment and iterative modifications
for each data point when humans are involved.

Figure 15 shows that both approaches produce
charts of comparable quality. Although manual re-
finement may yield slight improvements in specific
visual elements, the results show that AMACE au-
tomates chart generation effectively while offering
substantial time savings.

5 Conclusion

We introduced AMACE, a multi-agent LLM frame-
work for automated chart generation that leverages
a loop-based refinement process to align outputs
with user intent. Through both quantitative metrics
and human evaluations, we demonstrated that the
generated charts progressively improve in quality
and better reflect user goals. Compared to manual
prompt engineering, AMACE achieves significant
time savings while maintaining comparable output
quality. We further analyzed the contributions of
each LLM agent, confirming the effectiveness of
role specialization and the impact of loop termina-
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tion conditions on performance and cost efficiency.

As future work, we plan to enhance chart genera-
tion and leverage model distillation to transfer these
capabilities into lightweight models for practical
deployment. We also aim to replace the CQE mod-
ule with a fine-tuned, chart-specific multimodal
model to improve evaluation accuracy, while ex-
ploring efficient inference techniques and hierar-
chical agent architectures to ensure scalability and
robust coordination.

Limitations

AMACE requires substantial computational re-
sources due to its multi-agent design involving
multiple LLMs, which may hinder scalability. This
could be addressed by incorporating smaller, task-
specific models specialized for chart generation.

In addition, our evaluation focuses on user-intent-
driven chart generation, excluding datasets like
Matplotbench and Text2Chart31, which prioritize
chart structure over creation intent. Consequently,
our experiments are limited to a narrow range of
chart types.

Although our study centers on bar and line charts,
this reflects the fact that these chart types dominate
real-world usage, and LLMs naturally capture such
tendencies during training. Importantly, this lim-
itation can be alleviated by explicitly specifying
alternative chart types or requesting diverse chart
varieties through user instructions.
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A Prompt Configurations for AMACE

This appendix presents the detailed prompt settings
used in each module of the AMACE framework.
The AMACE consists of three agents: the CCG,
CR, and CQE. The prompt examples below illus-
trate how each agent is designed to interact with
inputs and generate corresponding outputs in the
overall chart generation process.

A.1 Chart Code Generator (CCG) Prompting

The CCG is responsible for generating chart code
from textual data. Figure 10 illustrates the initial
prompt where CCG receives text-formatted table
data and returns chart code using a language model.

21493


https://arxiv.org/abs/2303.17651
https://arxiv.org/abs/2303.17651
https://doi.org/10.18653/v1/2022.findings-acl.177
https://doi.org/10.18653/v1/2022.findings-acl.177
https://doi.org/10.18653/v1/2022.findings-acl.177
https://doi.org/10.18653/v1/2023.emnlp-main.906
https://doi.org/10.18653/v1/2023.emnlp-main.906
https://doi.org/10.18653/v1/2023.emnlp-main.906
https://arxiv.org/abs/2407.04172
https://arxiv.org/abs/2407.04172
https://arxiv.org/abs/2407.04172
https://arxiv.org/abs/2303.08774
https://doi.org/10.18653/v1/2024.emnlp-main.640
https://doi.org/10.18653/v1/2024.emnlp-main.640
https://arxiv.org/abs/2412.05818
https://arxiv.org/abs/2412.05818
https://github.com/AutoViML/AutoViz
https://github.com/AutoViML/AutoViz
https://doi.org/10.18653/v1/2024.naacl-long.327
https://arxiv.org/abs/2403.05530
https://arxiv.org/abs/2403.05530
https://arxiv.org/abs/2403.05530
https://arxiv.org/abs/2303.04671
https://arxiv.org/abs/2303.04671
https://arxiv.org/abs/2303.04671
https://arxiv.org/abs/2309.07864
https://arxiv.org/abs/2309.07864
https://arxiv.org/abs/2309.17421
https://arxiv.org/abs/2309.17421
https://doi.org/10.18653/v1/2024.findings-acl.701
https://doi.org/10.18653/v1/2024.findings-acl.701
https://doi.org/10.18653/v1/2024.findings-acl.701
https://arxiv.org/abs/2303.10420
https://arxiv.org/abs/2303.10420
https://arxiv.org/abs/2303.10420
https://openreview.net/forum?id=SkeHuCVFDr
https://openreview.net/forum?id=SkeHuCVFDr

— Chart Code Generator Prompt —
You are python programmer.

Table:< Table data >

Please provide a code to visualize the table dataset

according to the following conditions:

1. Create a Python code with pandas,
numpy and matplotlib.

2. Visualized table will utilize for < Query >.

3. Name the variable for the table as df.

4. Provide only code. End with
‘plt.savefig(img_path, format="png’)’

Code:

Figure 10: Chart Code Generator(CCG) prompt tem-
plate: CCG receives text-formatted table data as input,
processed by a language model.

— Chart Code Regenerate Prompt  —

You are python programmer.
Table:< Table data >

Please provide a code to visualize the table dataset

according to the following conditions:

1. Create a Python code with pandas,
numpy and matplotlib.

2. Visualized table will utilize for < Query >.

3. Name the variable for the table as df.

4. Provide only code. End with
‘plt.savefig(img_path, format="png’)’

Code:

< Previous code >

The resulting in

< Chart Replier answer > and

< Chart Quality Evaluator feedback >.
Recreate a Python code.

Figure 11: Chart Code Generator(CCG) prompt tem-
plate for regenerating the code. In the prompt, both the
answers from the Chart Replier and the Chart Quality
Evaluator, as well as the output from the previous CCG
step, are included as inputs.

Figure 11 shows the regenerated code prompt,
which includes previous CCG outputs along with
responses from the CR and CQE modules to im-
prove the result through iteration.

A.2 Chart Replier (CR) Prompting

The CR interprets the generated chart and provides
textual responses. As shown in Figure 12, CR pro-
cesses multimodal inputs—specifically, the gener-

— Chart Replier Prompt —

< Chart image >

H H
L esion )

Please answer < Query > the chart image.

Figure 12: Chart Replier(CR) prompt template: CR
takes inputs in a multimodal format, incorporating both
text and images simultaneously.

—  Chart Quality Evaluator Prompt —

Determine if the student's solution is correct or not .
Problem Statement:< Table data >
Please answer < Query > the table.

Student's Solution:
< Chart Replier answer >

Figure 13: Chart Quality Evaluator(CQE) prompt tem-
plate: CQE evaluates the Chart Replier as if it were a
student, conducting assessments accordingly.

ated chart image along with a corresponding ques-
tion—allowing the language model to provide a
human-like answer.

A.3 Chart Quality Evaluator (CQE)
Prompting

The CQE evaluates the quality of CR outputs. As
depicted in Figure 13, CQE is prompted to behave
like a grader, assessing whether the CR’s response
is accurate and informative based on the question
and image input.

B Experiments Setting

Dataset Table 3 contains information about the
datasets used in the experiments, including the
types and quantities of data, as well as the dataset
creation process. ChartQA:human represents ques-
tions and answers created by humans based on
charts, while ChartQA:augmented refers to Al-
generated questions and answers.

Performance Setting ChartQA involves answering
questions based on charts, allowing us to evaluate
the accuracy of multimodal responses by determin-
ing if there are match answers. Meanwhile, Chart-
to-Text is evaluated using widely adopted metrics
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Dataset # of # of # of

Table type Table data Query

ChartQA:augmented 2 987 1,250
ChartQA:human 2 625 1,250
Chart-to-Text 2 1,222 1,222

Table 3: Information about the test datasets used in
the experiments. There are two types of tables: multi-
column and single-column. In the description task,
Chart-to-Text, the number of queries matches the num-
ber of table data entries. In the case of ChartQA, there
may be more than one query per table data entry, re-
sulting in an unequal count. ChartQA:human refers to
queries written by humans, while ChartQA:augmented
indicates augmented queries generated by the LLM.

such as ROUGE-L (Lin, 2004) and BERTScore
(Zhang et al., 2020), which assess the performance
of multimodal Language Models in generating de-
scriptions for charts. ROUGEScore refers to the
F1 score of ROUGE-L. The performance of the
CQE in distinguishing between correct and incor-
rect feedback is termed as Feedback Accuracy.
Loop setting In our experiment, we evaluate each
component of the system. Primarily, we assess the
performance of the Chart Generation module, fol-
lowed by evaluations of the CR and the CQE. We
also validate the Early Stopping Checker, which
serves as the condition for terminating the loop. To
account for potential errors in LLM output, each
agent is allowed up to three retries, and the loop is
set to stop after five steps.

Experiments Setting We utilized the AMACE-
1 and AMACE-10 models as foundation models
via API, while the other open LLMs were run on
Nvidia V100 GPUs. Performance for AMACE-1
and AMACE-1o0 was obtained through five experi-
mental runs, whereas the open LLM experiments
were conducted only once due to resource and time
constraints in the local environment.

Human Evaluation Five participants, all with uni-
versity degrees in computer science, were recruited
solely to evaluate chart quality and generation time.

C Experiments Performance

In the appendix, the tables provide numerical per-
formance results for various experiments.

Table 4 provides the data for the experiments
conducted on CR and CQE, as shown in Figure 4,
as well as the performance with and without Early
Stopping, depicted in Figure 9. Table 5 provides
the performance results from the ablation study,
where the Chart Replier model was replaced based

on AMACE-1o, as shown in Figure 7.

AMACE Open Experiments We conducted exper-
iments with open LLMs using the following con-
figuration: AMACE Open employed Llama-3.1-8B
(Llama Team, 2024) as both the CCG and CQE,
while ChartLLlama (Han et al., 2023) served as the
CR. Table 4 presents the results of three experi-
ments conducted on the same datasets as the orig-
inal AMACE. These results, which show lower
performance compared to the other AMACE, were
not included in the main paper.

Original Performance In table 4, the original per-
formance refers to the performance on charts cre-
ated by humans, which are included in the original
dataset. These charts were manually generated, and
the dataset questions and answers were based on
them. For example, when asked about the value of
a specific-colored bar, AMACE sometimes failed
to generate an appropriate chart due to a lack of
prior knowledge. As a result, the original perfor-
mance was higher than others. Considering this, the
performance gap between Human and non-Human
results is evaluated as small.

D Chart Generation Examples

Figure 14 presents example of the charts generated
at each step using the Chart Generation module for
the data "the car sales comparison for various man-
ufacturers between July 2014 and January 2017."
Additionally, we present an example of the outputs
from LLM agents during step 1 and Chart Code
Generator output on step 2.

Figure 15 shows that AMACE and Human Pro-
cess generate nearly identical charts. In Human
Process, Step 2 introduces legends and numerical
values, while Step 3 and 4 adjust font styles and
text positions. In contrast, AMACE-1o modifies
numerical values in Step 2 and adjusts titles and
overall layout in Step 3. These refinements reflect
the detailed adjustments made by humans.

Table 6 presents the type classification of charts
generated by AMACE and the original charts.
Chart types include bar, line, scatter, box, pie, and
radar, classified using a multimodal LLM and veri-
fied through manual review. AMACE generated a
distribution similar to the original charts, predom-
inantly producing bar and line charts while also
exploring other styles.

21495



Model Dataset Performance Stepl Step2 Step3 Step4 StepS | Original
. Accuracy 0.2032 0.3435 0.4177 0.4676 0.5011
aigﬁ?lga Accuracy w/ Early Stopping 0.3098 0.4346 0.4967 0.5314 0.5513 0.6335
Feedback Accuracy 03151 0.4396 0.5115 0.5422 0.5875 -
. Accuracy 0.3054 0.3348 0.3479 0.3544 0.3525
C}}:ﬁf;(gf' Accuracy w/ Early Stopping 0.3611 0.4463 0.4862 0.5106 0.5255 0.5559
AMACE-1 Feedback Accuracy 0.3757 0.4215 0.4295 0.4485 0.4400 -
ROUGE-L 0.2174 0.2198 0.2204 0.2227 0.2224 0.3081
ROUGE-L w/ Early Stopping | 0.1295 0.1778 0.2022 0.2146 0.2249 ’
Chart-to-Text BERTScore 0.6282 0.6291 0.6295 0.6297 0.6314 0.7099
BERTScore w/ Early Stopping | 0.3580 0.4942 0.5645 0.6007 0.6308 ’
Feedback Accuracy 0.3994 04156 0.4267 0.4203 0.4449 -
) Accuracy 0.2632 0.4392 0.4749 0.4819 0.4772
aigﬁ%éd Accuracy w/ Early Stopping 0.2711 04218 0.4529 0.4650 0.4714 0.5883
Feedback Accuracy 0.4835 0.7158 0.7640 0.7879 0.8052 -
. Accuracy 0.3486 0.4092 0.4228 0.4334 0.4261
Cﬁﬁgﬁ Accuracy w/ Early Stopping 0.3460 0.4509 0.4867 0.5105 0.5238 0.6127
AMACE-1o0 Feedback Accuracy 0.4023 0.4780 0.4798 0.5002 0.5025 -
ROUGE-L 0.2366 0.2379 0.2391 0.2396 0.2409 0.2965
ROUGE-L w/ Early Stopping | 0.1379 0.1910 0.2181 0.2339 0.2426 ’
Chart-to-Text BERTScore 0.6425 0.6457 0.6467 0.6482 0.6496 0.7087
BERTScore w/ Early Stopping | 0.3638 0.5070 0.5801 0.6240 0.6476 ’
Feedback Accuracy 0.4464 0.4767 0.4940 0.5184 0.5271 -
. Accuracy 0.0242 0.0261 0.0276 0.0272 0.0288
ai}guriri(ﬁtAe;i Accuracy w/ Early Stopping 0.0340 0.0298 0.0362 0.0085 0.0196 0.0243
Feedback Accuracy 0.5142 0.5179 0.5172 0.5182 0.5061 -
. Accuracy 0.0509 0.0579 0.0597 0.0649 0.0619
AMACE C}}113$(311A ’ Accuracy w/ Early Stopping 0.0556 0.0505 0.0500 0.0828 0.0654 0.0528
Open Feedback Accuracy 0.4458 0.4385 0.4364 0.4285 0.4632 -
ROUGE-L 0.0647 0.0650 0.0647 0.0633 0.0645 0.0641
ROUGE-L w/ Early Stopping | 0.0555 0.0546 0.0547 0.0565 0.0542 ’
Chart-to-Text BERTScore 0.3751 0.3784 0.3783 0.3729 0.3786 0.3765
BERTScore w/ Early Stopping | 0.3579 0.3573 0.3664 0.3667 0.3393 ’
Feedback Accuracy 0.4657 0.4882 0.4579 0.4779 0.4462 -

Table 4: The detailed performance metrics of the Chart Replier and Chart Quality Evaluator experiments, as
illustrated in Figure 4 and performance comparison with and without Early Stopping, depicted in Figure 9. The
Original performance was evaluated based on chart images included in the dataset created by humans, with three

iterations conducted.

Chart Code Generator Chart Replier Chart Quality Evaluator | ChartQA:augmented ChartQA:human ROUGEScore BERTScore
GPT-40 mini Gemini 1.0 Pro GPT-40 mini 0.629 0.366 0.233 0.640
GPT-40 Gemini 1.0 Pro GPT-40 mini 0.577 0.390 0.235 0.642
GPT-40 mini Gemini 1.5 Flash GPT-40 mini 0.500 0.360 0.237 0.649
GPT-40 mini Gemini 1.0 Pro GPT-40 0.595 0.394 0.235 0.642

Table 5: The detailed performance metrics of the three roles on performance, as illustrated in Figure 7. Performance
results are shown in Figure 7. In ChartQA, performance represents the accuracy of each dataset. In Chart-to-Text,
ROUGEScore refers to the ROUGE-L F1 score. Experiments were conducted on 200 data samples for each dataset.

E Cost and Token Efficiency Analysis of
Early Stopping

We compare the cost and token efficiency of ap-
plying the Early Stopping Checker in the AMACE
frameworks across three datasets: ChartQA (aug-
mented), ChartQA (human), and Chart-to-Text. It
should be noted that the data is based on GPT mod-
els due to the unavailability of token-level cost data
from Gemini.

As shown in Table 7, applying the Early Stop-
ping Checker significantly reduces the monetary
cost per data sample across all settings. For in-
stance, in AMACE-1, the cost drops from 0.0483 $
to 0.0195 $ on the Chart-to-Text dataset, achieving
a reduction of up to 59.6%. Similar reductions are
observed in both human-authored and augmented
ChartQA datasets. Even the lighter AMACE-10
model demonstrates consistent savings, with cost
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Car Sales Comparison

— Chart Code Generator Output — w0 Step 1 o

= January 2017

import pandas as pd
import numpy as np

import matplotlib.pyplot as plt Convert to Step ] Chart

data = .. The part of the code that |
df = pd.DataFrame(data) changes in the next step

[~] df.plot(x="Car Manufacturer', kind='bar', figsize=(10, 6))
plt.title('Car Sales Comparison') :
plt.xlabel('Car Manufacturer')
plt.ylabel( 'Number of Cars Sold')

400

H

Numberof Cars Sod
H

g

°

plt.xticks(rotation=45) & f“b\\&;, @'3* ow’ v e" e\“ b* s Q\vv&»f s“"; ﬁ“\ ?s»’ FEEE L
plt.legend(title="Year") & & & R
1t.grid(axis="y"' Car Manufacturer
zlt %ighi layou}cl( ; Car Sales Comparison (july 2014 vs January 2017)
_ Step 2 —
= nary 2017
Input chart o
— Chart Replier Output i -
0 2
The chart shows the comparison between car sales in July 2014 and January 2017. The 100 Bl
[—t car sales in July 2014 were higher than in January 2017 for most of the car i I i I I B oo,
manufacturers. Only a few car manufacturers, such as Hyundai and Mini, had higher | I I |
sales in January 2017 compared to July 2014. Overall, the car sales were higher in July «""fif; o ‘@ & e P 4~° & m“ £ 5 Jy"f & Ry @"gw m} &
& «
2014 compared to January 2017. ¥ i 4
Car Sales Comparison (july 2014 vs January 2017)
Evaluate answers = i Step 3 =y 2017
_ Chart Quality Evaluator Qutput ] 3
The student's solution correctly summarizes the main point of the table, which ;
compares car sales for various manufacturers in ... H
However, the student made an error in listing Mini as an example of a manufacturer
|— with higher sales in January 2017: according to the table. Mini had sales of 142 in July

2014 and 143 in January 2017, which does show a slight increase. but it's negligible.
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They should have included Hyundai (149 in 2014 to 158 in 2017), Jeep (64 in 2014 to ¢ L *“';*’w e FESEST *f*g TS *P\,@“ &
96 in 2017), and Volvo (106 in 2014 to 121 in 2017), among those with increased sales. Car Manufacturer
Car Sales Comparison (July 2014 vs January 2017)
Thus, while the overall conclusion by the student is correct, the specific examples used w1 F, Step 4 b Sl

to illustrate the point need correction and expansion to accurately reflect the data

00

Reflect the error in the differences between the two time points from

the feedback in the code &
‘ém o B2, e,
£ e ﬂ;
Chart Code Generator Output II I-Ilim' I | im "
df['Change'] = df['January 2017'] - df['July 2014'] S T e ety co R P b‘ j—lj b e —I—..—
plt.figure(figsize=(12, 6)) @y‘\&f“i AR S f\»“ &
plt.bar(df['Car Manufacturer'], df['July 2014'], width=0.4, Cor Manufacturer
label="'July 2014") Car Sales Comparison (july 2014 vs January 2017)
plt.bar(df['Car Manufacturer'], df['January 2017'], width=0.4, 56 Step5 :i:'nyuifylzou

label="'January 2017"')
plt.title('Car Sales Comparison (July 2014 vs January 2017)')
Ly plt.xlabel('Car Manufacturer")

plt.ylabel( 'Number of Cars Sold’) Convert to Step 2 Chart = |3
plt.xticks(rotation=45) ¢
plt.legend(title="Year’) The changed code part, 5
pit-gr‘i:(a>1<15=')/') add the differences to a "Change" g

t.tight t . 2
P ight_layout() column and reflect it in the chart

for i, val in enumerate(df['Change']):
plt.text(i, max(df.iloc[i, 1], df.iloc[i, 2]), f\"{val}\",
ha="center', va='bottom')
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Figure 14: Charts generated by the Chart Generation module and the process from Step 1 to Step 2. Each step
visualizes the July 2014 and January 2017 Car Sales Comparison, displaying sales per manufacturer. The red text
indicates the modified code from the previous step, while the underlined text highlights the identified feedback. The
red text in the Chart Code Generator Output of Step 1 reflects the feedback from the Chart Replier and Chart Quality
Evaluator, which identified the error in the differences between the two time points, resulting in the updated red
text in the Chart Code Generator Output of Step 2.

reductions up to 54.8%. ping is enabled. Notably, AMACE-1 on the Chart-
to-Text dataset shows a reduction from 52.33 to

Table 8 presents a marked decrease in the num- 15 77 (okens (69.9% decrease). Across the board,
ber of input tokens per data point when Early Stop-
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Figure 15: Step-by-step charts generated by AMACE-1o (left) and human-generated charts using prompt engineering,
denoted as Human Process (right) using prompt engineering. Each chart is generated based on the same data.

the Early Stopping mechanism reduces unneces-
sary prompt inflation, improving processing effi-
ciency.

Table 9 further highlights that the use of the
Early Stopping Checker also reduces the output
length, contributing to lower latency and cost. For

example, the output token count in AMACE-1 on
Chart-to-Text decreases by 62.3%, from 25.53 to
9.63 tokens. These improvements suggest that the
Early Stopping Checker encourages more focused
and concise responses without negatively affecting
performance.
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Dataset Models ‘ Bar Line Scatter Box Pie Radar
Original ‘ 44.70 55.30 0 0 0 0

Chart-to-Text

AMACE-1 42.80 56.38 0.29 0.51 0.02
AMACE-lo | 47.58 52.25 0 0.17 0
ChartQA Original ‘ 80.73 14.09 0 5.18 0

ChartQA: AMACE-1

augmented ~ AMACE-1o

ChartQA: AMACE-1
human AMACE-10

63.00 36.73 0.02 0.24 0

75.40 21.66 0.59 2.30 0.05
77.73 20.08 0.51 1.68 0

0
0
0
71.13 28.33 0.13 0 0.41 0
0
0
0

Table 6: The type classification of charts generated by
AMACE models compared to original charts in the
dataset. Chart types are categorized as bar, line, scatter,
box, pie, and radar.

w/o Early w/ Early
Model Dataset Stopping Stopping
Checker Checker

ChartQA:augmented 0.0238$  0.0117 $ (] 51.0%)

AMACE " ChartQAthuman 003915 0.0206$ (| 47.3%)
Chart-to-Text 0.0483$  0.0195 $ (J 59.6%)

AMACE ChartQA:augmented  0.0047 $  0.0021 $ (] 54.8%)
1o ChartQA:human 0.0053$  0.0039 $ (] 26.5%)

Chart-to-Text 0.0094$  0.0069 $ (| 26.2%)

Table 7: Cost per data sample with and without Early
Stopping Checker.

w/o Early w/ Early
Model Dataset Stopping Stopping
Checker Checker
ChartQA:augmented 35.45 15.27 (| 56.9%)
AMACE " ChanQashuman — 41.89 1884 (] 55.0%)
Chart-to-Text 52.33 15.77 (J 69.9%)
ChartQA:augmented 35.00 16.54 (] 52.7%)
AMACE " ChanQAshuman 3422 23.60 (1 31.0%)
Chart-to-Text 47.36 32.60 (4 31.2%)

Table 8: Input token usage per data sample.

w/o Early w/ Early

Model Dataset Stopping Stopping
Checker Checker
ChartQA:augmented 16.11 7.88 (L 51.1%)
AMACE " CharQAshuman 2160 11.26 (] 47.9%)
Chart-to-Text 25.53 9.63 (| 62.3%)
ChartQA:augmented 17.33 9.03 (| 47.9%)
AMACE " ChanQA:human 1952 14.16 (| 27.5%)
Chart-to-Text 20.92 14.79 (1 29.3%)

Table 9: Output token usage per data sample.

These results collectively demonstrate that incor-
porating Early Stopping into the inference process
offers substantial efficiency gains in terms of cost
and token usage, which are critical for scalable and
economical deployment of LLM-based systems.
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