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Abstract

Large Language Models (LLMs) demonstrate
strong reasoning capabilities for many tasks,
often by explicitly decomposing the task via
Chain-of-Thought (CoT) reasoning. Recent
work on LLM-based translation designs hand-
crafted prompts to decompose translation,
or trains models to incorporate intermediate
steps. Translating Step-by-step (Briakou et al.,
2024), for instance, introduces a multi-step
prompt with decomposition and refinement of
translation with LLMs, which achieved state-
of-the-art results on WMT24 test data. In this
work, we scrutinise this strategy’s effectiveness.
Empirically, we find no clear evidence that per-
formance gains stem from explicitly decom-
posing the translation process via CoT, at least
for the models on test; and we show prompt-
ing LLMs to “translate again” and self-refine
yields even better results than human-like step-
by-step prompting. While the decomposition
influences translation behaviour, faithfulness to
the decomposition has both positive and nega-
tive effects on translation. Our analysis there-
fore suggests a divergence between the optimal
translation strategies for humans and LLMs.

1 Introduction

Large Language Models (LLMs) exhibit strong
reasoning capabilities, often characterized by a
lengthy, step-by-step decomposition of the question
before generating the answer—known as Chain-
of-Thought (CoT) (Wei et al., 2022)—along with
possible attempts and revisions of the answer, re-
ferred to as self-refinement (Madaan et al., 2023;
Chen et al., 2024b; Pan et al., 2024). Both CoT and
self-refinement resemble human behaviour when
tackling complex problems, e.g. in mathematics.

“Equal contribution.

"We release our code and 223k segment and paragraph
translations in 8 language pairs from 2 models across 4 steps

here to enable further research into the effects of decomposi-
tion on translation quality.

Driven by recent advancements in LLMs’ rea-
soning capabilities, a trend has developed in im-
proving translation quality through a human-like
decomposition—translation—refinement paradigm.
Here, the source text is decomposed into different
aspects including meanings, topics, idiomatic ex-
pressions etc., followed by translation drafting and
refinement based on these aspects, before generat-
ing the final translation.

Some recent work explores pre-translation de-
composition, focusing on keywords (He et al.,
2024) or idioms (Li et al., 2024), aided by ex-
ternal resources. Others address post-translation
refinement, guided by external translation quality
assessment (Huang et al., 2024; Ki and Carpuat,
2024) or explicit self-evaluation (Feng et al., 2025).
Refinement can be applied iteratively (Chen et al.,
2024a; Xu et al., 2024), and is particularly effec-
tive for long document-level translation (Wu et al.,
2025). A key work by Briakou et al. (2024) com-
bines pre- and post-translation processes via a fixed
4-step prompting strategy—decomposition (or re-
search), drafting, refinement, and proofreading.
Their method shows progressive improvements for
long-form translation, achieving state-of-the-art re-
sults on WMT24.

While these studies show performance gains
over direct translation in some settings, the gen-
eralizability of human-like multi-pass prompting
across models and input types remains unclear. Fur-
ther, most lack an explicit examination or quantita-
tive analysis of the underlying mechanisms behind
these gains. To address these points, we design two
simple experiments comparing against the current
best practice (Briakou et al., 2024) to answer:

1. Does decomposition positively impact transla-
tion quality, across models and input types?

2. How faithful are translations to their decomposi-
tion, and does faithfulness improve translations?
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You will be asked to translate a text
from English into Chinese, following
stages of the translation process.

Source: Amsterdam is famous for ...

Let’s start with decomposition. The
goal is to establish a comprehensive
translation plan that covers the
following categories:

Idiomatic Expressions: Identify
idiomatic expressions that cannot be
directly translated word-for-word into
Chinese.

[ Source Segment ]

Analysis of Idiomatic or Culturally
Specific Expressions:
« “hundreds of”: JLE%

Amsterdam is famous for its
hundreds of beautiful canals,
millions of bicycles, stunning
summers, and disgusting winters.

« "stunning summers": S A RIRAIE R
« disgusting winters*: £ A [REH LR

Step 1: Translation

Please translate into Chinese.

P SBATHS PR S 93250 . AT
WETE. S ABBROEANSARE

X
|
HEETAE ’

Figure 1: Schematic of prompting frameworks for

Now, let’s move on to the drafting
stage.

Draft Translation: Your primary
objective is to create a draft
translation that accurately conveys
the meaning of the source.

Give your best one translation for
the following piece of text based on
the pre-drafting analysis without

Now let's move to the next stage.

Post-editing with local refinement:
In this stage, the primary aim is to
refine the draft translation by making
micro-level improvements that
improve the draft’s fluency.

Provide only one refined translation
and do not output anything else after
that.

providing alternatives:

Source: Amsterdam is famous for ...

FIBAT AP L E # 09E5 . JLE T FIBAS UE R BT T T

WHEGE. S ARRGEFHSAR FHEAE. S ARRHESHRNR
»| BEETRS. RHEEHNE.
v ,,V
EXP. 1 // EXP. 1

‘/
[ Step 2: Refinement ] [

Step 3: Further Refinement

Please translate again for a better
version

Please translate again for a better
version

ERENESE, SARRNEEMS
ARENESEE.

FERHAETE. S ABBGEEM
HURRZNEZTEE.

RIS MM E R LT . BT ’

WP LB Rk AR B ’

translation with decomposition (above) and multi-

pass Translate again without decomposition (our method, below), with user prompts and model outputs shown for
each step. Experiment 1 (EXP. 1) compares translation and refinement outcomes with and without the decomposition
step across metrics, input types, and models. Experiment 2 (EXP. 2) traces back evidence to assess whether accurately
following decomposition improves translation. Full prompts for both settings are provided in Appendix B.

Our two experiments find that: (1) most gains
come from self-refinement, while decomposition
has limited—and sometimes negative—effects, de-
pending largely on the LLM and input type; and
(2) decomposition clearly influences translation be-
haviour, but strict faithfulness to the decomposition
does not necessarily improve translation quality.

Given the findings, we encourage the research
community to evaluate alternative explanations and
reconsider the necessity of human-like decompo-
sition when engaging the reasoning capabilities
of LLMs for translation. At a minimum, future
studies should consider incorporating a CoT-free
refinement strategy—such as the simple ‘please
translate again’ prompt used here—as a baseline,
given its demonstrated effectiveness and efficiency.

2 Translation Decomposition and
Refinement

Translation by human translators is commonly di-
vided into three phases: pre-drafting, drafting, and
post-drafting (Mossop, 2013). First, the translator
familiarises themselves with the source, consisting
of comprehension and planning; next, a full draft
translation is written, optionally with the help of
external resources; then the translator reviews and
revises the draft translation. Briakou et al. (2024)
partially replicate this process with their 4-step
prompting process, splitting the final step into re-
finement and proofreading.

Formally, given a language model py and a
source text x to be translated, the output can be
viewed as a sample O ~ py(- | I(z)), where
I(x) is a prompt that may include = as a com-
ponent. Multi-step prompting for translation is a
sequential process in which the outputs of previous
steps are fed into the next prompt. For instance,
the decomposition—translation—refinement work-
flow (Figure 1, top) can be formalized as:

Oq ~ po(- | La(z)),
O ~ po(- | 14(), Og, It(7)),
Oy ~ po(- | Ia(), Og, It(x), O, I ().

Here, Iy, I}, and Iy denote the prompts for the
decomposition, translation, and refinement steps,
respectively, and Oy, Oy, and Oy are their corre-
sponding outputs. This study investigates the im-
pact of human-like decomposition (Og4) on transla-
tion quality (O;) and final refinement output (O )
under varying conditions: (i) model differences
(6), (ii) segment- vs. paragraph-level source inputs
x, and (iii) the presence or absence of Oy (see
Section 4). We note that while Briakou et al.’s
(2024) fourth step has no access to prior context,
this proofreading step produces minimal gains; thus
for consistency with our strict self-refinement set-
ting (see Figure 1), we provide all prior context
at each step. We also explicitly verify whether
faithfully following the decomposition generally
improves translations (see Section 5).

20437



co
>
o

84

N N
:, 84.0 b
E E 83
O 83.5 o 82
o Translate again (@] Translate again
Step-by-step Step-by-step
83.0 81
1 2 3 4 1 2 3 4
Step Step
(a) GPT—Segment (b) GPT—Paragraph
84.5 85.0
N & 845
o o
E- 84.0 E-
% aas % 84.0
o Translate again O 83.5 Translate again

Step-by-step

83.0

1 2 3 4
Step

(e) Gemini—Segment

Step-by-step

83.0

1 2 3 4
Step

(f) Gemini—Paragraph

Q 71.5

’ 71.0

£ 705

@ 70.0

8695 ey
69.0 1 2 3 4

Step
(c) GPT—Segment

71.5

N
-
(=]

~
o
w»

Translate agaif
Step-by-step

CometKiwi-XL

~
o
<3

-

2 3 4
Step

(g) Gemini—Segment

68

67

66

CometKiwi-XL

Translate again
Step-by-step

65

1 2 3 4
Step

(d) GPT—Paragraph

o
5
o

)
N
w»

o
N
o

Translate again
Step-by-step

1 2 3 4
Step

CometKiwi-XL

o
o
o

(h) Gemini—Paragraph

Figure 2:

vs. Translate again results in COMET-22 and CometKiwi-XL for GPT-40-mini (top) and

Gemini-2.0-Flash (bottom), for segment and paragraph-level translation. Note Steps 2—4 iteratively call the LLM to

translate again, and

3 Experimental Setup

Models. We use GPT-40-mini (OpenAl, 2024)
and Gemini-2.0-Flash (Google, 2024), as perfor-
mant and cost-effective API LLMs that demon-
strate strong reasoning capabilities.

Data. We use the WMT24++ (Deutsch et al.,
2025) dataset as our test set, because a) the
dataset was released later than the LLMs we
used here, ensuring no data leakage issues, and
b) the translation references in WMT24++ are
human-written and subsequently post-edited by
professional translators, ensuring the highest pos-
sible data quality. In this study, we use the
post-edited version. We select 8 language pairs
(en=cs,de,fr,he, ja,ru,uk,zh) to cover vary-
ing writing scripts and families. Each direction
shares the same 960 English source samples. For
longer-form paragraph-level tests, we combine the
segments based on meta-data to give 221 para-
graphs (limited to 150 space-separated tokens).

Evaluation. Following best practice (Kocmi
et al., 2024), we use both reference-based and
reference-free neural metrics, using COMETD;*
(Rei et al., 2022) and COMETKiwi-XLD}* (Rei
et al., 2023), respectively. As in the WMT24
Shared Task (Kocmi et al., 2024), we use the same
metrics for paragraph-level evaluation, since they
are also effective at this level (Deutsch et al., 2023).
We also report results in XCOMET-XL (Guerreiro
et al., 2024) and MetricX-23-XL (Juraska et al.,
2023) in Appendix A.

Baselines. We replicate the step-by-step prompt
introduced by Briakou et al. (2024) as our baseline,

is a proofreading step; see Fig. 1 for an illustration and Appendix B for full prompts.

and report prompts in full in Appendix B. Briakou
et al. (2024) focus primarily on long-form text us-
ing Gemini, whereas we conduct comprehensive
experiments on both short- and long-form text and
demonstrate generalizability across LLMs.

Proposed method. We introduce a maximally
simple multi-pass prompting method in which the
model is asked to produce a translation, then asked
to translate again and refine 3 more times, given
the conversation history, mirroring the step-by-step
prompt above. This method involves no explicit
pre-drafting step, but expands the number of post-
drafting steps arbitrarily, see Figure 1 (bottom).

4 Experiment 1: Decomposition’s Impact
on Translation

We investigate the effect of decomposition on trans-
lation by testing the baseline method ( )
with decomposition against our simple multi-pass
prompting method (7ranslate again) without de-
composition. Figure 2 presents mean step-wise re-
sults; see App. Figure 5 for detailed results across
languages. Our findings are as follows:

Decomposition. Comparing (with decom-
position) against Step 1 (without decomposition)
shows, at best, a marginally positive effect at the
paragraph-level, particularly with Gemini (cf. (f),
(h)). This suggests decomposition is not a generally
effective strategy for LLM-based translation.

Self-refinement. Results after a single step of
self-refinement show that simply prompting the
model to translate again for a better version (Step
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Figure 3: Counts of translations (tfs) by GPT-40-mini that are faithful, neutral, or unfaithful to the decomposition,
compared to the corresponding direct translation (£/*). Avg. denotes the average over all 8 language directions.

2) without decomposition consistently yields im-
provements for GPT-4o0-mini over Step-by-step
prompting with a pre-drafting step ( ).

Successive refinement. Additional steps of re-
finement, Steps 3—4, produce only marginal im-
provements, or occasional degradation for Gem-
ini. We attribute this to the strong performance
achieved after 1 refinement step, which may al-
ready maximise the LLMs’ parametric capabilities
and therefore leaves little space for further gains.
This also suggests allowing early exit from self-
refinement may improve overall performance.

Segment vs. Paragraph-level. Our findings hold
consistently across both segment- and paragraph-
level translation. Moreover, we observe that refine-
ments yield slightly larger score improvements for
longer-form translation compared to the segment
level, in line with Briakou et al. (2024).

We therefore find no compelling evidence in
favour of human-like, CoT decomposition for trans-
lation. Instead, we observe that directly prompting
LLMs yields leading results at both the segment
and paragraph levels, with the best results achieved
after a single step of self-refinement.

5 Experiment 2: Attribution Analysis of
Decomposition

We explicitly verify via an attribution analysis
whether the decomposition step substantially in-

fluences translation behaviour in the subsequent
step. We also analyse whether faithfulness to the
decomposition results in improved translations.

Explicit verification. Formally, for a source sen-
$S_{TA)

tence s;, we construct a four-tuple (s;, d;, >,
by prompting an LLM (1) with decomposition d;,
resulting in ¢35 ( ), and (2) without decompo-
sition, resulting in ¢]* (Step 1). Explicit verification
with an LLLM-as-a-judge proceeds as follows:

* Differentiation: LLM annotators are asked
to identify the main pairs of differences,
{073, v}, {055, v}, . {038, i}, between
translations ¢$° and ¢*.

¢ Attribution: LLM annotators are asked, for each
element in the pair of differences v; between
¢35 and t*, how many can be attributed to the
decomposition step d;, giving trace-back counts
¢;® and ¢[* respectively; n.b. ¢]* is generated
without d; meaning any attributed differences are
coincidental, thus this serves as a baseline.

» Assessment: We measure the influence of de-
composition d; on translation ¢° by comparing
¢S and ¢*, where ¢i° > ¢ indicates a trans-

lation which is faithful to the decomposition;

¢% = ¢ indicates a neutral translation which

is neither faithful nor unfaithful; and ¢ < ¢*
indicates an unfaithful translation.

We categorise all WMT24-derived four-tuples into
Improved, Comparable, and Degraded Translation
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groups based on the COMET scores of ¢3° vs. ¢1*.
For each group, we conduct explicit verification
using GPT-4o0 as a judge (see Appendix B.3 for
details). Note that both translations (¢;° and ¢[*)
under evaluation are generated by GPT-40-mini,
so no bias from the judge toward either text is ex-
pected. Figure 3 shows verification results across
groups and directions. We find that:

Translation is mostly faithful to decomposition.
Across all categories and languages, translations
conditioned on decompositions contain substan-
tially more differences that can be clearly attributed
to the decomposition context (Faithful vs. Unfaith-
ful), compared to direct translations. This suggests
that in most cases, translations follow the decom-
position produced by the model.

Faithfulness does not improve translation. The
group of degraded translations shows a comparable
proportion of segments which are influenced by
the context compared to the proportion within the
improved group of translations. It suggests the
performance impact of decomposition is not stable,
and the overall effect is neutral.

Our analysis shows that while decomposition
consistently influences translation behaviour, the
positive impact of decomposition on translation is
minimal. We tentatively attribute this to the fact
that, alongside useful information, the decomposi-
tion step may contain errors, which can propagate
to the downstream translation task.

6 Discussion

Our results suggest that, unlike symbolic tasks
such as programming and mathematical reasoning
(Sprague et al., 2025), translation benefits weakly,
if at all, from CoT prompting. Intuitively, in sym-
bolic tasks such as mathematical reasoning, gener-
ating intermediate steps with CoT helps the model
address compositional reasoning problems to sup-
port the final answer. In contrast, translation relies
more on holistic language understanding and flu-
ency.

Recent translation work has introduced decom-
position with a primary motivation of handling ‘dif-
ficult’ lexical choices such as non-compositional
idioms. However, we see no intuitive advantage
in pre-selecting lexical options in context over di-
rect generation, given that we use the same model
for both steps; this is backed up by our empirical
observations.

It may be the case that for document-level trans-
lation spanning multiple paragraphs, explicit lexi-
cal suggestions prior to translation could improve
the overall consistency of the output across para-
graphs, such as entity names or terminologies. Our
study suggests this is likely, since translations are
mostly faithful to the decomposition. However, this
exploration lies beyond the scope of the present
study and we leave it to future work.

Finally, ‘reasoning’ in the context of LLMs lacks
a single clear definition. Current training of reason-
ing models (Muennighoff et al., 2025; Guo et al.,
2025) typically involves multiple components, such
as chain-of-thought, reflection, and test-time scal-
ing, and is often coupled with reinforcement learn-
ing to promote (objective) alignments. We suggest
that future work on reasoning for translation should
carefully examine and disentangle the effectiveness
of each component.

7 Conclusion

We find that CoT reasoning with a decomposition
step does not help translation as much as simple
self-refinement. Our results suggest a divergence
between the optimal translation strategies for hu-
mans and LLMs: while human translators benefit
from decomposing the task, LLMs see no clear ben-
efit from CoT reasoning for translation, and impos-
ing human biases may lead to suboptimal outcomes.
Further, faithfulness to the generated decomposi-
tion does not always yield positive effects. In fact,
our maximally simple setting of direct translation
and self-refinement (translate again) achieves per-
formance comparable to, or even exceeding, the
state-of-the-art multi-pass prompting method (Bri-
akou et al., 2024) at both segment and paragraph
levels. This corroborates findings from the related
task of translation from a grammar book (Aycock
et al., 2025) that for translation, LLMs exhibit dif-
ferent reasoning tendencies to humans.

8 Limitations

We note the following limitations of this work: Due
to constrained resources, our investigation primar-
ily focuses on two state-of-the-art LLM families:
GPT-40 and Gemini. For Experiment 2, while we
observe that GPT-4o0 is a competent judge in our
explicit verification experiments, we note that incor-
porating judgments from different model families
would strengthen the reliability of our results.
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A Full Results for Experiment 1

In this section, we provide all supplementary re-
sults for Experiment 1 (Section 4).

Tables 1-8 show translation results across lan-
guages at the segment and paragraph-level, for
COMET-22, CometKiwi-23-XL, MetricX-23-XL,
and XCOMET-XL.

Figure 4 presents the mean results across lan-
guages for GPT-40-mini and Gemini-2.0-Flash in
MetricX and XCOMET-XL under both step-by-
step and translate again prompting strategies.

Figure 5 presents the results of zero-shot (di-
rect) translation and subsequent refinement under
both the Step-by-step ( ) and Translate again
(Step 2) strategies on GPT-40-mini and Gemini-2.0-
Flash. We observe across languages and metrics
that: 1) Refinement consistently improves perfor-
mance over direct translation for both strategies; 2)
The translate again strategy generally outperforms
the step-by-step strategy.

Figures 6 and 7 show COMET score trajectories
for GPT-40-mini at the segment- and paragraph-
level respectively. An increase in the y-axis rep-
resents a relative increase in COMET score com-
pared to the previous step, while a downwards tra-
jectory indicates a relative decrease in COMET
score. We observe that translate again prompting
increases many scores from step 1-2, and many
paragraphs benefit further from step 2-3. Step-by-
step shows most segments and paragraphs improve
from step 2-3; n.b. for Step-by-step we discount
steps 1-2 as no translation is produced at step 1.
At the segment level, trajectories from step 3—4
are somewhat equally split, while at the paragraph-
level most trajectories see further relative improve-
ments.

B All Prompt Templates

B.1 Step-by-Step Prompts

The templates for step-by-step prompting comprise
the Decomposition stage (Figure 9), the Translation
stage (Figure 10), the Refinement stage (Figure 11),
and the Proofreading stage (Figure 12).

B.2 Translate Again Prompts

The templates for translate again prompting in-
clude the Translation stage (Figure 13) and the Re-
finement stage (Figure 14). The refinement prompt
can be applied iteratively within a session to per-
form multiple steps of refinement.

B.3 LLM-as-a-Judge Prompts

Figure 15 provides the prompt used for LLM-as-a-
Judge in Experiment 2 (Section 5). We also show-
case the output of our LLM-as-a-judge in Figure 8,
illustrating how it operates.
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Translate again Translate again 61
v 3.25 Step-by-step w 75 Step-by-step >»—<1 82 i 60
g C = & 59
£3.00 £ 70 z el z 58
= 2.75 = 6.5 g 80 Translate again g 57 Translate again
Step-by-step 56 Step-by-step
2.50 6.0 79 55
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
Step Step Step Step
(a) GPT—Segment (b) GPT—Paragraph (c) GPT—Segment (d) GPT—Paragraph
3.00 Translate again 7.0 Translate again 84.0 64
0 275 Step-by-step e 6.5 Step-by-step >'—<1 83.5 i
g g =) g 63
5250 E 6.0 S 83.0 g
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(e) Gemini—Segment (f) Gemini—Paragraph (g) Gemini—Segment (h) Gemini—Paragraph
Figure 4: vs. Translate again results in MetricX and XCOMET-XL for GPT-40-mini (top) and

Gemini-2.0-Flash (bottom), for segment and paragraph-level translation. For MetricX, lower scores indicate a
higher translation quality. See Fig. 1 for an illustration and Appendix B for full prompts.

cs cs cs cs
Zero-Shot Step-by-Step. Translate Again Zero-Shot Step-by-Step Translate Again Zero-Shot Step-by-Step Translate Again Zero-Shot Step-by-Step Translate Again
(a) GPT—Seg: COMET (b) GPT—Par: COMET (¢) GPT—Seg: Kiwi-XL (d) GPT—Par: Kiwi-XL

cs cs cs cs
Zero-Shot Step-by-Step Translate Again Zero-Shot Step-by-Step Translate Again Zero-Shot Step-by-Step Translate Again Zero-Shot Step-by-Step Translate Again

(e) Gemini—Seg: COMET (f) Gemini—Par: COMET (g) Gemini—Seg: Kiwi-XL (h) Gemini—Par: Kiwi-XL

Figure 5: COMET-22 and CometKiwi-XL results per-language for ( ), Translate again (Step
2), and Zero-Shot (Step 1) prompts, for GPT-40-mini (top) and Gemini-2.0-Flash (bottom), for segment and
document-level translation.
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Figure 6: Segment-level COMET score trajectories for GPT-40-mini with Translate again (left) and Step-by-step
(right) prompting strategies. An increase or decrease in the y-axis indicates a relative COMET score improvement

or degradation compared to the previous step, respectively. Trajectory proportions are shown in the legend.
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Figure 7: Paragraph-level COMET score trajectories for GPT-40-mini with Translate again (left) and Step-by-step
(right) prompting strategies. An increase or decrease in the y-axis indicates a relative COMET score improvement

or degradation compared to the previous step, respectively. Trajectory proportions are shown in the legend.

Model Setup Step en-+cs  en=de en+fr en-+he en-ja en+ru en+uk en-zh Avg.
1 — — — — — — — — —
Sten-byoste 2 82.19 8128  80.72 82.06 83.83 8320
p-by-step 3 8254 8202 8185 82.97 83.91
GPTdoomini 4 8274 8217 8216 83.01 84.09
1 82.16 8152  80.15 81.85 83.62  83.11
Translate again 2 8254 8206 8195 83.08
& 3 82.66 8167  82.32 83.30
4 8235 8173 8255 83.23
1 — — — — — — — — —
Sten-byost 2 8274 8192 8286 82.95 83.68  84.06
ep-by-step 3 8283  81.84  83.16 83.64 83.97 -
Gemini-2.0-Flash 4 8289 8185 8325 83.73 84.03
1 82.86 8237  83.00 83.03
Translate acain 2 8278  81.77  82.86 83.63
sa 3 8220 8096  82.61 83.13 83.89
4 81.69 8059  82.34 82.63 8401 8346

Table 1: Full COMET-22 results for segment-level translation with GPT-40-mini and Gemini-2.0-Flash, across 8
language pairs. Step-by-step Step 1 results are not shown since the model does not generate a translation at this step.
A darker green shade indicates a better score.
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Model Setup Step  enwcs  en+de en»fr en-vhe en-ja en-ru en-suk  en-zh Avg.

1 _ _ _ _ _ _ _ _ _
Sten-by-ste 2 6876 1770517 6744  67.12 7027 6846 6978  69.58
p-by-step 3 70.11 7109 6830  69.28 7137 69.69  70.62 7074
- 4 7046 71.17 6841  69.81 7155 6971 7087  70.92
GPT-40-mini
1 68.14 [7705971 67.60 6632 69.72 68.06 | 7041 = 69.49
Translate acain 2 7035 7111 68.60  69.76 7137 7011 7174 7115
& 3 7070  71.68 6897  70.41 7166 70.10 7203 7147
4 7077 7132 69.06  70.54 7175 7011 7193 7148
1 _ _ _ _ _ _ _ _ _
Step.by-ste 2 69.82 177076 67.94 77078 7126 69.80  70.07  70.65
ep-by-step 3 70.87 7048  68.17 | 71.70 7139 6994  70.62  71.02
Germini.2.0-Flash 4 7100 7053 6830 | 7176 7152 7012 7074 7111
1 69.88  70.63  68.12 | 7101 7093  69.58 7027  70.69
Translate acain 2 7031  70.65  68.01 = 71.48 7155 7004 7093  70.99
sa 3 7047 7055  67.72 | 7135 7070 6978 7046  70.68
4 69.96  69.99 6724 | 71.46 7028 6939  70.18  70.37

Table 2: Full CometKiwi-XL results for segment-level translation with GPT-40-mini and Gemini-2.0-Flash, across
8 language pairs. Step-by-step Step 1 results are not shown since the model does not generate a translation at this
step. A darker green shade indicates a better score.

Model Setup Step en-cs  en=de en+fr en-vhe en-ja en+ru en+uk en-zh  Avg.
1 _ _ _ _ _ _ _ _ _
Sten-byoste 2 2,97 280 466 2.82 3.46 3.49 325 311
p-by-step 3 2.68 412 | 257 3.14 3.08 302 2.80
GPTdoomini 4 2.64 394 | 255 3.10 3.04 302 275
1 329 280 5.05 2.85 372 3.53 336 327
Translate acain 2 2.65 4.14 3.08 2.87 284 270
& 3 3.92 300 279 279 259
4 3.74 2.95 2.73 274 254
1 - — — - — - — —
Sten-by-ste 2 272 2.61 3.67 3.07 2.91 330 277
p-by-step 3 3.04 261 2.56 2.90
Germini.2.0-Flash 4 293 253 248 279

2.69 2.63 3.74 3.20 2.99 321 2.78
2.98 2.58 2.59 2.70
2.96 2.65 2.59 2.70
2.99 2.59 2.52 2.7

Table 3: Full MetricX results for segment-level translation with GPT-40-mini and Gemini-2.0-Flash, across 8
language pairs. Step-by-step Step 1 results are not shown since the model does not generate a translation at this step.
A lower score and a darker green shade indicates better translation quality.

Translate again

B R S

Model Setup Step en-cs  en=de en+fr en-+he en=ja en+ru en+uk en-zh Avg.
1 — _ — - _ _ — — _
Step-by-step 2 81.10 - 81.70 73.60 77.52 81.25 79.63 75.37 80.07
3 82.86 83.24 76.60 78.96 82.93 81.37 77.19 81.78
. 4 83.28 83.35 77.33 79.06 82.94 81.75 77.39 82.04
GPT-40-mini
1 80.46 81.31 71.41 77.61 80.30 79.22 75.39 79.53
Translate again 2 83.34 83.46 76.34 80.53 83.13 82.54 7830 8235
3 83.66 83.66 77.62 80.98 83.48 82.58 78.68 82.79
4 83.98 83.78 78.15 81.12 83.73 82.77 78.90  83.00
1 _ _ _ - _ _ _ _ _
Step-by-step 2 83.51 - 82.73 79.21 80.08 83.46 82.74 76.64 82.43
3 84.55 83.25 81.25 81.53 84.48 83.08 78.68 83.53
. 4 84.80 83.42 81.62 81.63 84.74 83.19 79.13 83.75
Gemini-2.0-Flash
1 83.43 83.14 79.40 80.38 82.91 82.78 77.16 82.52
Translate again 2 84.21 83.39 81.22 82.11 84.42 82.95 79.65 83.67
3 84.36 82.54 80.98 81.36 84.03 82.67 79.26 83.31
4 83.62 82.54 80.60 81.41 83.65 82.14 78.62 82.96

Table 4: Full XCOMET-XL results for segment-level translation with GPT-40-mini and Gemini-2.0-Flash, across 8
language pairs. Step-by-step Step 1 results are not shown since the model does not generate a translation at this step.
A darker green shade indicates a better score.
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Model Setup Step enw+cs  en=de en+fr en+he en-ja en+ru en+uk en-zh Avg.

1 _ _ _ _ _ _ _ _
Sten-by-ste 2 | 8314 8041 8049  78.15 8132 | 8312 8231  81.86
p-by-step 3 8454 | 8154 8136 8116 8270 | 8442 8411 8333
GPTdo.mini 4 | 8470 8165 8152 8161 83.13 8497 8402 8352
1 8241 8039 7959  78.58 80.90  82.86 8254  81.67
Translate acain 2| S464 | 8188 8162 8196 83.08 8442  83.76
g 3 8213 8192 8234 83.67 84.86  84.14
4 81.99 8192 8253 83.46 84.89  84.19

Step-by-step 8267 8127 | 8385 84.66 8470 8478
8279 8147  83.99 84.84

84.60 80.95 80.15 81.49 82.75 84.47 84.02 8335
82.69 81.84 83.37 84.69 84.89
84.62 84.70
84.53 84.67

8273 8144 838
82.58 8136 | 83.73
Table 5: Full COMET-22 results for paragraph-level translation with GPT-40-mini and Gemini-2.0-Flash, across 8
language pairs. Step-by-step Step 1 results are not shown since the model does not generate a translation at this step.
A darker green shade indicates a better score.

S W -
.I

Gemini-2.0-Flash

Translate again

81.35 80.59 82.10 - 83.05 83.35 83.56

EESOSI SR

Model Setup Step en-+cs  en=de en+fr en-+he en-ja en+ru en+uk en-zh Avg.
1 _ _ _ _
Sten-by-ste 2 64 50 65.81 60.03 65.69 63.90
p-by-step 316628 6657  64.66 65.66
GPT-4o-mini 4 66.47 66.57 65.60 66.22
1 64.37 64.87 61.73 65.78 63.87
Translate asain 2 66.46 66.28 65.77 65.84
& 3 66.83 66.29 66.41 66.17
4 67.09 65.97 66.68 66.32
1 — — — — —
2 66 95 g 67.35 66.57
Gemini-2.0-Flash 4 : 0668
1 66.52 65.05
Translate again 2 G oy
sal 3 66.82 65.40
4 66.42 65.61 66.93

Table 6: Full CometKiwi-XL results for paragraph-level translation with GPT-40-mini and Gemini-2.0-Flash, across
8 language pairs. Step-by-step Step 1 results are not shown since the model does not generate a translation at this
step. A darker green shade indicates a better score.

Model Setup Step en-cs  en=de en+fr en-+he en-ja en+ru en+uk en-+zh  Avg.
1 - _ _ - _ _
Step-by-ste 2 8. 16 6. 58 11.76 7.19 8.41 8.21 7.57 7.62
p-by-step 3 7.18 1020 | 661 775 751 699 686
GPT-do-mini 4 7.01 9.67 6.58 7.52 7217 6.93 6.69
1 8 44 11.77 7.34 8.99 8.73 7.89 7.93
Translate acain 2 9.46 6.43 7.54 7.26 6.75 6.58
€ 3 6 63 9.23 7.09 6.89 6.44 6.27
4 6.46 9.07 7.20 6.86 6.42 6.22
1 - - - - _ -
2 6. 59 6. 32 8.89 7.40 6.97 7.27 6.56
Step-by-step 3
Gemini-2.0-Flash 4
| -
. 2
Translate again 3
4

Table 7: Full MetricX results for paragraph-level translation with GPT-40-mini and Gemini-2.0-Flash, across 8
language pairs. Step-by-step Step 1 results are not shown since the model does not generate a translation at this step.
A lower score and a darker green shade indicates better translation quality.
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Model Setup Step  enwcs  en+de  en+fr envhe en-ja en-ru en-suk  en-zh Avg.

1 — _ — _ _ — _ _ —
Sten-byoste 2 55.70 5662 4345 5292 5807 5614 5349 5622
p-by-step 3 59.16 5865 4922 5503 6186 5875 57.19 5936
- 4 59.65 5840 5098 5534 | 6244 6002 5728 5991
GPT-40-mini
1 55.45 5539 4268 5188 5696 5567 5259 5550
Translate again 2 59.98 5850 5036 5657 | 6254 6027 5711  60.12
& 3 60.99 5849 5206  57.50  63.64 6049 5848  60.87
4 61.22 5895 5238 5746 6374 6142 5865  61.19
1 _ _ _ _ _ _ _ _ _
Step-by-st 2 61.91 5785 5568  58.63 | 6399 6233 5677 6150
ep-by-step 3 63.72 5792 5959 6005 | 66.10 6391 6051 6355
Germini.2.0-Flash 4 64.21 5826 6036 6027 | 6697 6374 6154  64.01
1 62.14 5740 5355 5866 6343 61.09 5793 | 61.02
Translate acain 2 63.90 5829  59.06  59.68 = 66.15 6269 6194 6348
sa 3 62.73 5677  58.68 5839 6547 6129 6146 6256
4 62.56 5497 5970  57.39 6411 6147  61.08  62.09

Table 8: Full XCOMET-XL results for paragraph-level translation with GPT-40-mini and Gemini-2.0-Flash, across
8 language pairs. Step-by-step Step 1 results are not shown since the model does not generate a translation at this
step. A darker green shade indicates a better score.
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Decomposition Analysis

Source: @user31 | never even used it in all of HS trig Imao

< Idiomatic Expressions and Challenges
1. “Inever even used it"

« Challenge: The phrase has a dismissive, casual tone, emphasizing that the speaker not only
didn't use it but didn’t use it at all even once. The phrase "never even" adds a level of emphasis

that's hard to capture literally.

= Translation Consideration: In Chinese, this may be better rendered with adverbs like "t €= ==

3" or "—)REREFIT" to express the sense of "not even once."
2. "in all of HS trig”

« Challenge: "HS trig" is shorthand for "high school trigonometry", which may not be immediately
understood if directly abbreviated. Additionally, the structure “in all of...” emphasizes the entirety

of the course or period, adding scope to the claim.

« Translation Consideration: We may need to expand the abbreviation and restructure the < -

——
sentence for fluency. Example: "BNE R =/AiF" or "# B = ABRIIRMORR"
3. "Imao”

« Challenge: "Imao" (“laughing my ass off") is internet slang and carries a tone of humor or
ridicule. It's often used to add levity or mock the situation. It has no direct equivalent in Chinese
but should be rendered in a way that maintains the light, humorous tone.

« Translation Consideration: Possible renderings include: €---

T

e U

« “SEBEF T (very common internet slang, similar tone)

LLM-as-a-Judge

Translation-1: @user31 RESF=RARIKR LIRANSHAEE, ST .
Translation-2: @user31 REBNSH=AZFHEERHERIE, BIE.

Differentiation 1. Main Differences Between Translation-1and Translation-2

1. Wording:
+ Translation-1 uses "R =MEHIRL" (in high school trig class)
« Translation-2 uses "B EH =M HAE" (throughout the entire high school trig period)

2. Semantics:
« Translation-1 uses “fRA;&F3id" (never used it at all), which emphasizes a stronger negation
« Translation-2 uses ;88 Fid" (didn't use it), which is relatively weaker

3. Style:

« Translation-1 ends with “%%E# 7" (I'm laughing to death), conveying a stronger emotional and

humorous tone
« Translation-2 ends with “IRI&" (ha ha), which is more neutral and understated

Attribution 2. Whether Differences Are Addressed in the Analysis

1. Wording:

L T e e e T T T e

« [ Explicitly addressed — The analysis comments on the naturalness of “&# = £ EKIR” in
h=FHRE"

Translation-1 and critiques the awkwardness or formality of Translation-2's
2. Semantics:

« [ Explicitly addressed — The analysis highlights the importance of conveying the emphatic —_————
negation in “never even used’, and supports Translation-1's use of “iR4<;& 3" for stronger

emphasis.

)oeg aoeil

3. Style:

—_——————

« [ Explicitly addressed — The analysis discusses the challenge of translating “Imao” and favors

the use of a stronger and more expressive phrase like “53E% 7, aligning with Translation-1.

3. Count of Differences Reflected in the Analysis
Assessment

« Translation-1: 3 differences reflected (all explicitly addressed)

= Translation-2: 0 differences reflected (no elements directly discussed)

Figure 8: An illustration of using LLM-as-a-Judge to explicitly assess the impact of decomposition on translation
behaviour. Given a source text and its corresponding decomposition (analysis results), GPT-40 is employed for three
tasks: (1) Differentiation — identifying the differences between Translation 1 and Translation 2; (2) Attribution
— mapping each translation difference back to specific elements of the decomposition; and (3) Assessment —
evaluating the influence of the decomposition by measuring how many of the differences can be traced back to it.
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System: You are a helpful assistant.

User: You will be asked to translate a piece of text from [source language] into [target language]
following stages of the translation process. Here is the context in which the text appears:

Context: [source text]
To start, let’s do some pre-drafting research on the above context.

Research: During this phase, thorough research is essential to address components of the context
text that pose translation challenges. The goal is to establish a comprehensive translation plan that
covers the following categories:

Idiomatic Expressions:

- Identify idiomatic expressions that cannot be directly translated word-for-word into [target
language].

Figure 9: Prompt template used in the research (decomposition) stage of step-by-step translation.

System: You are a helpful assistant.
User: Now, let’s move on to the drafting stage.
Draft Translation:

In this phase, your primary objective is to create a draft translation that accurately conveys the
meaning of the source text presented below. At this stage, it is crucial to focus on adequacy,
ensuring that your translation closely adheres to the source text. Your response should conclude
with the draft translation. If context is missing, generate a general translation that is adaptable
to various contexts. Avoid adding any additional information not present in the source text. All
elements of the source text should be present in the translation.

Provide your single best translation of the following text, guided by the pre-drafting analysis,
without adding anything further:

English: [source text]

Figure 10: Prompt used in the drafting (translation) stage of step-by-step translation.

System: You are a helpful assistant.
User: Now let’s move to the next stage.

Post-editing with local refinement: In this stage, the primary aim is to refine the draft translation
by making micro-level improvements that improve the draft’s fluency.

Provide only one refined translation and do not output anything else after that.

Figure 11: Prompt used in the post-editing (refinement) stage of step-by-step translation.
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System: You are a helpful assistant.

User: You are tasked with proofreading a translation that has been revised for improved fluency.
The refined translation has been generated by editing the draft translation.

Proofreading and Final Editing: The goal is to provide a polished final translation of the source
text. For your reference, below are the source text, the draft, and refined translations.

Source Text: [source text]
Draft Translation: [Step 2 output]
Refined Translation: [Step 3 output]

Please proofread the refined text for grammar, spelling, punctuation, terminology, and overall
fluency. Ensure the translation accurately reflects the original meaning and style. Provide only the
final, polished translation on the first line.

Figure 12: Prompt used in the proofreading stage of step-by-step translation.

System: You are a helpful assistant.

User: Please translate the following text from [source language] to [target language]. Provide only
one translation and do not output anything else after that.

English: [source text]

Figure 13: Prompt used in the translation stage of translate again prompting.

System: You are a helpful assistant.

User: Please again translate the following text from [source language] to [target language] to make
it better. Provide only one translation and do not output anything else after that.

English: [source text]

Figure 14: Prompt used in the refinement stage of translate again prompting. In this prompt, the model is provided
with all previous prompts and outputs as part of a multi-turn conversation.
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System: You are a helpful assistant.

User: Given the following English original text and the corresponding analysis:
English Original Text: [source text]

Analysis: [analysis]

Please analyze the differences between the following two translations in {tgt_lang}:

Translation-1: [translation 1]
Translation-2: [translation 2]

1. First, list the main differences between Translation-1 and Translation-2 in terms of wording,
syntax, semantics, or style. Present the differences as a numbered list.

2. For each difference, state whether it is explicitly or implicitly addressed in the Analysis. If yes,
mention the corresponding part of the analysis.

3. Count how many of the differences related to Translation-1 are reflected in the analysis, and how
many related to Translation-2 are reflected.

4. Output only the following two tags on the last line:
<trans-1-cnt>number</trans-1-cnt> and <trans-2-cnt>number</trans-2-cnt>

Figure 15: Prompt used for LLM-as-a-Judge.
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