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Abstract

Large Language Models (LLMs) are currently
pre-trained and fine-tuned on large cloud
servers. The next frontier is LLM personal-
ization, where a foundation model can be fine-
tuned with user/task-specific data. Given the
sensitive nature of such private data, it is de-
sirable to fine-tune these models on edge de-
vices to improve user trust. However, fine-
tuning on resource-constrained edge devices
presents significant challenges due to substan-
tial memory and computational demands, as
well as limited infrastructure support. We ob-
serve that inference engines (e.g., ExecuTorch)
can be repurposed for fine-tuning by leverag-
ing zeroth-order (ZO) optimization, which uses
multiple forward passes to approximate gra-
dients. While promising, direct application
of ZO methods on edge devices is inefficient
due to the high computational cost of multi-
ple forward passes required for accurate gradi-
ent estimation, and their deployment has been
largely unexplored in practice. We introduce
MobiZO, a resource-efficient fine-tuning frame-
work for LLMs specifically designed for edge
devices. MobiZO combines three key innova-
tions: (1) a parallelized randomized gradient es-
timator that employs both outer-loop and inner-
loop parallelism to eliminate sequential for-
ward passes, (2) a specialized Multi-Perturbed
LoRA (MP-LoRA) module that enables effi-
cient realization of both inner and outer loop
parallelism, and (3) a seamless integration with
ExecuTorch for on-device training, requiring
no modifications to the runtime. Experiments
demonstrate that MobiZO achieves substantial
runtime speedups and memory savings while
improving fine-tuning accuracy, paving the
way for practical deployment of LLMs in real-
time, on-device applications. Code available at:
https://github.com/leigao97/MobiZ0.

“These authors contributed equally.

1 Introduction

Large Language Models (LLMs) have demon-
strated strong performance across varied tasks,
chatbots, image generation (OpenAl et al., 2024;
Chowdhery et al., 2022; Gemini-Team et al., 2024).
Fine-tuning is a crucial step for adapting LLMs
to specific tasks, but it demands significant mem-
ory resources for storing model parameters, gradi-
ents, activations, and optimizer states (Wan et al.,
2024). This memory overhead makes fine-tuning
infeasible on resource-constrained devices such as
smartphones and edge platforms (Yin et al., 2024).
Moreover, existing on-device frameworks like Ex-
ecuTorch (Meta-Al, 2024a) and TensorFlow Lite
(Google, 2020) primarily optimize inference, leav-
ing fine-tuning largely unsupported.

Resource Challenges Despite Recent Ad-
vances. Techniques such as parameter-efficient
fine-tuning (PEFT) (Hu et al., 2022; Houlsby et al.,
2019; Li and Liang, 2021; Lester et al., 2021) and
memory-efficient fine-tuning (Dettmers et al., 2023;
Lv et al., 2024; Zhao et al., 2024; Malladi et al.,
2023) can significantly reduce the memory foot-
print associated with model weights, gradients, and
optimizer states. However, even with these meth-
ods, storing internal activations during backpropa-
gation remains a significant challenge. For exam-
ple, fine-tuning Llama 7B requires up to 45.6 GB of
on-chip memory for internal activations (Lv et al.,
2024), making it impractical for most edge devices.
Current solutions still fall short of meeting the strin-
gent resource constraints of edge environments.

Limitations of On-Device Training Frame-
works. While several techniques exist to mitigate
the memory costs of intermediate activations dur-
ing backpropagation, they generally rely on train-
ing frameworks that support automatic differentia-
tion to perform backpropagation. For instance, gra-
dient checkpointing (Chen et al., 2016) discards se-
lect activations during the forward pass and recom-
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putes them during backpropagation, while gradi-
ent accumulation aggregates gradients over smaller
batches. PockEngine (Zhu et al., 2023) limits back-
propagation to update a subset of layers, reducing
the need to store activations for other layers. How-
ever, all these techniques are not well supported
by the existing on-device training frameworks on
most edge platforms such as Android devices.

Zeroth-Order Optimization as a Potential So-
lution. Zeroth-order (ZO) optimization has gained
attention as a way to eliminate the need to store acti-
vations by estimating gradients using only forward
passes. Specifically, ZO methods approximate gra-
dients by evaluating the loss function at multiple
perturbed versions of the model weights and using
these values for gradient estimation. This approach
has the potential to solve the memory challenge, as
well as avoid the need for backpropagation support.
Thus, ZO methods hold promise for on-device fine-
tuning by utilizing existing inference frameworks
like ExecuTorch (Meta-Al, 2024a). However, ap-
plying ZO optimization to fine-tune LLMs on edge
devices presents its own set of challenges.

One classic zeroth-order optimizer, the Random-
ized Gradient Estimator (RGE) (Duchi et al., 2015;
Nesterov and Spokoiny, 2017), estimates gradients
by computing finite differences of function values
along randomly chosen perturbation vectors. With
RGE, estimation accuracy for each step of training
improves as the number of stochastic perturbations
(also referred to as queries) increases (Zhang et al.,
2024b; Gautam et al., 2024; Yang et al., 2024),
but the computational cost scales linearly with the
query count. In addition, its on-device adaptation
remains largely unexplored.

In this work, we propose MobiZO training
framework to address the runtime overhead inher-
ent in multi-query RGE. MobiZO includes a novel
Multi-Perturbed LoRA (MP-LoRA) design and
combines outer-loop parallelization and inner-
loop parallelization to perform multiple forward
passes in parallel, substantially reducing per-step
latency while harvesting the accuracy benefits of
multi-query gradient estimation. Moreover, Mo-
biZO allows seamless adaptation for deploying
RGE optimization via inference engines to enable
practical on-device fine-tuning. Our contributions
are as follows:

* We introduce the MobiZO framework, spe-
cialized for on-device training, consisting of
outer-loop, inner-loop parallelization, and Multi-

Perturbed LoRA designs. By executing multi-
ple forward passes in parallel within each MP-
LoRA module, MobiZO effectively amortizes the
memory access cost of loading model parameters,
thereby reducing training time while improving
model performance.

* We demonstrate that the MobiZO framework can
be seamlessly integrated into inference engines
such as ExecuTorch without requiring any mod-
ifications to its runtime code. Our approach
is realized through minimal server-side code
changes only, making it practical for on-device
fine-tuning.

* We empirically validate that our method achieves
substantial wall-clock time speedups and mem-
ory savings while improving model performance.
Our approach results in up to 4.3x end-to-end
training speedups and up to 8.1% improvement
in accuracy compared to the MeZO baseline.

2 Background and Related Work

Low-Rank Adaptation. To reduce the resource
demands of LLM fine-tuning, parameter-efficient
fine-tuning methods update only a small subset of
parameters. LoRA (Hu et al., 2022) introduces
trainable low-rank matrices A € RFn X" and B €
R™*kout while freezing the original weight matrix
W. Since r < min(kjy,, koyt), the number of train-
able parameters is significantly reduced. The for-
ward pass is computed as y = xW +xAB, where
A is initialized randomly and B starts at zero,
ensuring no initial deviation from the pre-trained
model. Variations such as LoORA-FA (Zhang et al.,
2023) further reduce trainable parameters by freez-
ing A and updating only B.

Zeroth-Order Optimization. ZO optimization
methods have been widely applied across various
machine learning applications (Chen et al., 2017;
Sun et al., 2022; Wang et al., 2022; Liu et al.,,
2024c). Among ZO gradient estimators, the ran-
domized gradient estimator (RGE) is particularly
effective, especially for fine-tuning LLMs (Malladi
etal., 2023). Given a labeled dataset D and a model
with parameters @ € R, let the loss function on a
minibatch B C D of size B be denoted as L(0; B).
The RGE estimates the gradient of the loss £ with
respect to the parameters @ on a minibatch B via:

VL(6;B) =

12‘1: L0 +ezi;B) — L(0 — ez, B)
q “ 2¢ ‘o

=1
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where z; ~ N (0, Id), q is the query number, and e
is the perturbation scale. The choice of ¢ balances
the variance of the ZO gradient estimate and the
computational cost, and the variance of the RGE is
approximately O(d/q) (Zhang et al., 2024b).

Z0O-SGD replaces FO gradients with ZO gra-
dient estimates: 0,1 = 0, — n@ﬁ(@; B;), with
learning rate 7 at timestep ¢t. The choice of op-
timizer (SGD) is orthogonal to ZO optimization
methods, but in our preliminary experiments, we
find adaptive optimizers such as Adam would not
necessarily improve LLM fine-tuning performance.

70 LLM Fine-Tuning. Conventional RGE
training requires storing perturbation noise z, effec-
tively doubling inference memory. MeZO (Malladi
et al., 2023) eliminates this overhead by storing
only the random seed and regenerating z on de-
mand. While MeZO also considers ¢ > 1, it com-
pensates for the increased computation per step by
proportionally reducing the total number of training
steps (e.g., halving the steps when g = 2). Under
this fixed computational budget, they observe that
larger ¢ does not improve accuracy compared to
q = 1, prompting MeZO to adopt ¢ = 1 as the de-
fault setting. In contrast, Zhang et al. benchmarked
various ZO optimization methods, including RGE
with ¢ > 1, and confirmed that when computa-
tional constraints are lifted, larger ¢ can indeed
enhance performance.

Sparse-MeZO (Liu et al., 2024b) selectively up-
dates parameters but is sensitive to hyperparam-
eters. Extreme-sparse-MeZO (Guo et al., 2025)
integrates first-order Fisher-based sparse train-
ing. MeZO-SVRG (Gautam et al., 2024) im-
proves variance reduction but occasionally requires
full-dataset gradient estimation, increasing cost.
AdaZeta (Yang et al., 2024) adaptively schedules
queries but still relies on sequential gradient esti-
mations.

On-device LLM Training. Several methods
address the memory and compute constraints of
on-device LLM training. PockEngine (Zhu et al.,
2023) updates only select layers, skipping gradient
calculations for less critical parameters. FwdLLM
(Xu et al., 2024) applies numerical differentiation
to approximate gradients, lowering communica-
tion costs in federated learning, but is limited to
CUDA environment. HETLORA (Cho et al., 2024)
enables federated LoRA training across heteroge-
neous devices but requires further real-world test-
ing due to high activation memory costs. Pock-
etLLM (Peng et al., 2024) evaluates MeZO for

Algorithm 1 MobiZO Algorithm.

1: Input: learnable parameters 8; € R%, frozen
parameters 67 € R%, loss £ : R4 xR — R,
step budget 7', query budget g, effective batch
size F, perturbation scale ¢, learning rate n

2: fort =1to7 do

3:  Sample batch B C D

4:  for ¢ = 1 to ¢ do in parallel > Outer

5: Sample random seed s;

6: zi~N (0, 1) using s;

7 for k € {41, —1} do in parallel > Inner

8 0") — 6, + kez; > MP-LoRA

0 (= (6", 0);8)

10 end for

p(+1) _ p(=1)
11: | = ——
Gi 9
12: Store s; and g;

13:  end for
1 ¢

14: 0[ — 0[ -n < Z gizi>
q =1

15: end for

on-device fine-tuning but does so in a simulated
Linux environment rather than on mobile devices.

3 The MobiZO Framework

To perform a g-query gradient estimation, Ran-
domized Gradient Estimation (RGE) typically re-
quires 2q forward passes. The naive implemen-
tation of RGE (detailed in Appendix A) executes
these passes sequentially. However, these forward
passes are inherently independent—the only dif-
ference being the random perturbations applied
to the trainable parameters. To improve runtime
under resource constraints while preserving the ac-
curacy benefits of multi-query RGE, we propose
the MobiZO framework. MobiZO enables parallel
execution of gradient estimation through a special-
ized PEFT design called Multi-Perturbed LoRA
(MP-LoRA). In addition, we show that MobiZO
can be seamlessly integrated into inference engines
such as ExecuTorch to enable practical and effi-
cient on-device fine-tuning without modifying the
runtime.

MP-LoRA. A straightforward approach to per-
forming multiple forward passes in parallel is to
duplicate the model inputs and model weights, per-
turb each weight copy with distinct perturbations,
and then execute the forward passes concurrently.
However, this naive duplication incurs substantial
memory overhead from replicating weights and
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Figure 1: Overview of the MP-LoRA module in the
MobiZO framework that supports both outer-loop and
inner-loop parallelization, enabling faster training and
improved model accuracy with minimal memory usage
and access overhead.

managing perturbations, in terms of both storage
and I/0 access. The random seed trick introduced
by MeZO (Malladi et al., 2023) mitigates the mem-
ory overhead from storing the full perturbation vec-
tors from O(d) to O(1). However, the computation
time for the parameter perturbation step becomes
O(d) as trainable parameters must be sequentially
updated using perturbations regenerated from the
seed. This sequential process can substantially slow
down training for large models, potentially negat-
ing the speedups gained from eliminating back-
propagation.

To address both the memory overhead of param-
eter duplication and the O(d) sequential parameter
operations inherent in the seed trick, MP-LoRA
leverages PEFT methods, which drastically reduce
the number of trainable parameters. Our prelimi-
nary experiments (see Appendix B) indicate that
combining ZO with LoRA-FA yields superior per-
formance compared to alternatives like DoRA (Liu
et al., 2024a) and VeRA (Kopiczko et al., 2024).
Consequently, LoRA-FA serves as the foundational
PEFT method for our MP-LoRA design. We note
that, while MP-LoRA is developed upon a LoRA-
based PEFT method, its core principles can be
adapted to other PEFT techniques.

The MP-LoRA framework is designed to effi-
ciently manage multiple perturbed states of LoORA
parameters for concurrent forward passes. Similar
to standard LoRA, MP-LoRA modules are applied
to specific weights of the pre-trained model, aug-
menting them with a small number of trainable pa-
rameters. The MP-LoRA augmented model takes
an input batch x and a set of n distinct perturba-
tions (which can be the full perturbation vectors
or their generating seeds). At the beginning of a
model execution, n copies of the input batch are

created, X = [x1,X2,...,X,]. Each copy x;
is then associated with the i-th perturbation path
for its entire traversal through the model’s layers.
This collection, X (™), serves as the effective in-
put that propagates through the network, encoun-
tering MP-LoRA layers. Within any given MP-
LoRA layer, the original pre-trained model weights
W and the LoRA A matrix are kept fixed and
are shared across all n operational paths passing
through that layer. Only the LoORA B matrix is ef-
fectively replicated and distinctly perturbed n times
for these paths, resulting in a set of path-specific
matrices B(") = [B1,Ba2,...,B,], where each
B; corresponds to the perturbation path <.

The output of an MP-LoRA layer for these n
concurrent paths is computed as:

Y™ = XOW 4+ (XMA) o B™

Here, © denotes a batched operation where each
component (x;A) from the n paths undergoes ma-
trix multiplication with its respective perturbed
LoRA matrix B;. Since B, is orders of magni-
tude smaller than W, the overall memory overhead
is negligible even with the replication demands.
MP-LoRA achieves its efficiency by ensuring these
n distinct path-specific computations per layer are
performed concurrently, while reusing the shared
W and A components.

Outer-Loop Parallelization. Each RGE step
consists of evaluating ¢ distinct stochastic pertur-
bations (queries). We employ MP-LoRA to exe-
cute these ¢ queries in parallel, as illustrated in
Figure 1(a). This is achieved by invoking the MP-
LoRA mechanism once with n = ¢ independent
perturbations (or their random seeds) as input. This
generates ¢ distinct perturbed model states that are
subsequently processed concurrently through the
model. However, performing g operations simulta-
neously would naively increase the computational
load per step by a factor of q.

To maintain a computational cost per training
step comparable to that of single-query RGE, when
performing MobiZO with ¢ > 1 queries, we pro-
portionally reduce the input batch size for each of
the ¢ paths to E = B/q. Here, B is the original
batch size used in a ¢ = 1 setting, and F is termed
the effective batch size per query path. For instance,
if a baseline setting uses ¢ = 1 and B = 16, our
MobiZO approach can use ¢ = 4 with an effective
batch size E© = 4 per query, thereby maintaining
the total number of samples processed per step
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Figure 2: MobiZO on-device training workflow via ExecuTorch with minimal modifications. The green box
represents additional procedure in addition to standard steps for inference deployment on edge devices.

(¢FE = B). As we demonstrate in Section 4, this
trade-off of increasing ¢ while reducing E often
leads to improved model accuracy under a fixed
computational budget. The motivation and theoret-
ical background behind this trade-off are detailed
in Appendix G. Reducing the effective batch size
FE in a multi-query setting also offers the ancillary
benefit of reducing padding tokens, as shown in
Appendix C. Typically, larger batch sizes lead to
more padding, as sequences of varying lengths are
padded to match the maximum sequence length
within that larger batch. By adopting a smaller ef-
fective batch size per query, the total amount of
padding can decrease, limiting wasted computation
on these padding tokens, especially during atten-
tion operations.

Another key benefit of this MP-LoRA-enabled
outer-loop parallelization is the improved data lo-
cality for model weights. By loading the shared
weights (such as the base model weights W and
LoRA A matrices within MP-LoRA layers) once
and reusing them across all ¢ concurrent queries,
costly external memory accesses are amortized.
This can lead to a runtime per training step that
is comparable to, or even faster than, the original
sequential setting with ¢ = 1, despite processing
multiple queries.

Inner-Loop Parallelization. While outer-loop
parallelization addresses concurrency across multi-
ple queries, each gradient estimation in RGE still
requires two forward passes per query: one with a
positive perturbation and one with a negative per-
turbation. In standard RGE, these are typically
executed sequentially.

To further accelerate each gradient estimation,
MobiZO incorporates inner-loop parallelization, as
outlined in Algorithm 1 (line 7). This is also en-
abled by MP-LoRA, which for a given query i, can
perform both the positive and negative perturba-
tion forward passes simultaneously, as illustrated
in Figure 1(b). This is achieved by invoking MP-
LoRA with n = 2¢, using perturbations +¢z; and
—ez; applied to the LoORA B matrix for the i-th
path. By processing positively and negatively per-

turbed states in a single MP-LoRA invocation, we
obtain two corresponding outputs. The loss dif-
ference between these outputs can then be used
to estimate the gradient component for that query,
effectively performing the gradient estimation us-
ing a single forward pass. This approach further
reduces the external memory bandwidth burden
by maximizing the reuse of shared model weights
across these two evaluations. Consequently, Mo-
biZO with inner-loop parallelization can achieve
an even faster runtime per training step compared
to the sequential execution of two forward passes
in RGE, even for ¢ = 1.

With inner-loop parallelization, the activation
size at each layer is doubled, as it forwards two
batches at the same time. However, this does not
result in significant memory overhead. Unlike first-
order methods, ZO methods allow activations from
previous layers to be discarded during forward
passes, rather than accumulating across all layers.
This property, as noted in (Zhang et al., 2024b),
enables ZO methods to scale more efficiently with
long sequence lengths and large batch sizes com-
pared to FO methods. To minimize memory costs
for storing LoORA-B weight matrices, it is possible
to keep a master copy of LoORA-B and instantiate
perturbed copies dynamically during the forward
pass. At each LoRA layer, only the master copy is
updated with the gradient and learning rate. Per-
turbed copies of LoORA-B are then instantiated and
deleted once the output is computed, ensuring that
the number of additional trainable parameters re-
mains the same as in the conventional ZO method.

A crucial benefit of MP-LoRA, enabling inner-
loop parallelization in this manner, is that it forms
the basis for on-device fine-tuning using inference
engines, as detailed next.

On-Device Training Adaptation. Deploying a
model with inference engine ExecuTorch involves
two primary steps: (1) converting a standard Py-
Torch nn.Module into an ExecuTorch program, a
serialized computation graph with embedded pa-
rameters; and (2) offloading this binary file along
with the C++ runtime to the edge device. The edge
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runtime then interprets and executes the model us-
ing a backend-specific operator library.

However, ExecuTorch does not natively support
MeZO due to its reliance on complex device-side
operations, such as random number generation,
weight perturbation, and gradient application, none
of which are exposed through standard ExecuTorch
APIs. For instance, line 8 in Algorithm 1 requires
direct modification of model weights, an operation
currently unsupported. To address this limitation,
we design a mobile version of the MP-LoRA that
encapsulates all MobiZO logic inside its forward
function. This approach enables full exportabil-
ity and execution within the standard ExecuTorch
runtime, eliminating the need to modify low-level
components.

Algorithm 2 shows the Mobile MP-LoRA mod-
ule for ¢ = 1. It maintains two perturbed variants
of the LoRA weight matrix B, each scaled by €
with positive and negative noise. Since ExecuTorch
does not support resetting random seeds between
forward passes, we store both perturbed versions of
B in memory instead of regenerating them. During
execution, the module computes the gradient using
the difference between B[0] and BJ[1], restores the
unperturbed weight, and updates the parameter via
projected gradient. The final output is computed
using the sum of the frozen linear term xW and
the adaptive term xAB.

Figure 2 illustrates the complete workflow. We
begin with a pre-trained PyTorch model and re-
place its linear layers with our Mobile MP-LoRA
modules. The modified model is then exported us-
ing the standard ExecuTorch pipeline and deployed
to the edge device. On-device execution is han-
dled entirely by the ExecuTorch runtime, which
runs the fine-tuning process implicitly through the
forward pass. Additionally, a lightweight noise
generation operator is registered using the Execu-
Torch extension API (Meta-Al, 2024b) to support
model perturbation.

4 Experiments

We conduct comprehensive experiments on the
TinyLlama-1.1B (Zhang et al., 2024a) and Llama2-
7B (Touvron et al., 2023) models across different
systems to evaluate both fine-tuning performance
and system efficiency.

Algorithm 2 Mobile MP-LoRA Module

1: Input: x € R2xsedlenxk A < Rixr B ¢
R2xrxk y£kxk learning rate 7, perturbation
scale e, projected gradient g

diff = BIO-BOI

update:n-g-%ff

z = ¢ - randn_like(B[0])

B[0] = B[0] — diff — update + z

B[1] = B[1] + diff — update — z

output = xW + bmm(xA, B)

Return: output

4.1 Model Fine-Tuning Performance

We compare two sets of baselines: the first em-
ploys an FO-SGD optimizer in both the full and
LoRA-FA parameter spaces, while the second uses
a ZO-SGD optimizer with MeZO (¢ = 1, B = 16)
in the same parameter spaces. For our method,
MobiZO, we ensure equivalent computation per
training step while varying ¢ by scaling the effec-
tive batch size (F) to maintain a fixed F * q value,
such that setting ¢ = 4,F =4orqg=16,F =1
has equal computation load. By using the same
number of training steps (i.e., 20,000) for both Mo-
biZO and MeZO, we ensure that MobiZO does
not exceed the computational budget of the MeZO
baseline for end-to-end training. Experiments are
conducted using three random seeds, and we report
the average performance. For reference, we also
report zero-shot performance without additional
fine-tuning.

For the smaller-scale TinyLlama-1.1B model,
we evaluate its performance on the GLUE dataset
(Wang et al., 2019). The results in Table 1 show
that increasing the number of queries while de-
creasing the batch size outperforms the baseline
MeZO by up to 7.5% accuracy. For the larger
Llama2-7B model, we evaluate its performance
on SST-2 (Wang et al., 2019), SuperGLUE (Wang
et al., 2020), WinoGrande (Sakaguchi et al., 2021),
ARC-Easy, and ARC-Challenge (Clark et al., 2018)
datasets using the same experimental setup. Ad-
ditional experimental details, including dataset de-
scriptions, training procedures, and hyperparame-
ters, are provided in Appendix D.

From the results in Table 1, we observe that
MobiZO consistently outperforms MeZO across
nearly all tasks on Llama2-7B model. Notably,
MobiZO improves performance over the baseline
that updates the full parameter space by up to 8.1%
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TinyLlama-1.1B  Methods \ Tasks SST-2 RTE MRPC QQP QNLI WNLI
Zero-shot 555 516 68.4 32.8 52.7 43.7
Full 93.0 80.6 80.0 84.0 83.6 58.2
FO-SGD LoRA-FA 93.0 777 79.1 833 843 549
MeZO (Full) 91.1 653 70.8 73.7 69.2 58.2
70-SGD MeZO (LoRA-FA) 86.5 67.1 72.1 74.7 62.4 59.2
MobiZO (¢ = 4) 88.5 705 73.6 76.4 75.0 60.6
MobiZO (¢ = 16) 89.7 724 73.4 77.0 76.7 59.6
Llama2-7B Methods \ Tasks SST-2 RTE BoolQ WSC WiC MultiRC COPA WinoGrande ARC-E ARC-C
Zero-shot 580 592 71.9 529 50.0 54.9 79.0 62.7 47.9 35.0
FO-SGD Full 95.8 86.5 85.3 66.0 72.5 82.4 87.0 67.0 80.6 66.2
LoRA-FA 954  81.7 84.9 62.8 62.6 74.7 84.0 64.2 81.3 60.7
Z0O-SGD MeZO (Full) 922 735 81.9 64.7 55.6 68.6 84.0 64.5 69.8 47.5
MeZO (LoRA-FA) 924  70.8 81.6 63.5 634 72.3 86.3 64.2 73.6 50.6
MobiZO (¢ = 4) 94.1 75.5 82.7 64.1 63.1 74.7 85.0 64.8 73.8 50.9
MobiZO (¢ = 16) 942 755 82.7 62.5 63.7 729 87.3 64.9 73.2 514

Table 1: Performance of fine-tuning TinyLlama-1.1B and Llama2-7B on different tasks with different optimizers.
MobiZO outperforms the baseline MeZO in most tasks under the same computational budget.

in the WiC task, demonstrating its effectiveness

Sequence length 64 128 256

Batch size 1 8 16 1 8 16 1 8 16
. . . . . . TinyLlama-1.1B
m leVeraglng mUItl_query gradlent eStlmatlon for FO (Full) 11.32 12.00 1278 11.44 13.00 1476 11.77 15.62 20.02
: : : FO (LoRA-FA) 4.15 5.00 5.98 4.27 5.98 7.81 4.51 7.81 11.58
1IIlpI’OVCd ﬁne_tunlng quallty under the same com- MeZO (LoRA-FA)  2.09 2.19 2.32 2.10 2.32 2.56 2.13 2.56 3.05
putational budget. Although MobiZO introduces MobizO 2 23 28 248 2% 30 130 30 B
FO (Full) 6431 66.12 69.20 646 68.51 7297 6532 7422 8440

an additional hyperparameter ¢, we find that setting
q to 4 or 16 generally yields strong performance,
reducing the need for extensive tuning. Additional
results exploring a broader range of ¢ values are
provided in Appendix F, along with an in-depth dis-
cussion of the accuracy gains enabled by MobiZO’s
design choices.

4.2 System Performance

We conduct measurements on a single NVIDIA
A100 GPU to evaluate the server-side system
performance of MobiZO compared to its base-
lines. The ZO-SGD optimizer, including both
MeZO and MobiZO, performs forward passes in
16-bit floating-point precision to maximize compu-
tational efficiency, leveraging ZO’s tolerance for
low-precision gradient estimation (Zhang et al.,
2024b). We use the FO-SGD optimizer with mixed-
precision training enabled for memory and runtime
evaluations.

Memory Efficiency. We first evaluate the peak
memory usage of MobiZO across different fixed
sequence length and batch size configurations. The
reported memory footprint includes storage for
weights, activations, gradients, CUDA kernels, and
other implementation-specific details.

Table 2 shows the memory usage of FO-SGD
(LoRA-FA), MeZO (LoRA-FA), and MobiZO. The
FO-SGD optimizer requires more memory due to
storing activations from all intermediate layers, de-

29.58
12.82
13.06

25.46
12.61
12.64

29.58
12.82
13.07

34.29
13.06
13.55

43.66
13.55
14.53

FO (LoRA-FA)
MeZO (LoRA-FA)
MobiZO

25.16
12.59
12.61

Table 2: Peak memory usage (GB) of TinyLlama-1.1B
and Llama?2-7B for different sequence length and batch
size configurations.

spite minimal gradient and optimizer state storage
through PEFT. In contrast, MobiZO slightly in-
creases memory usage due to the increased size of
the largest output tensor during the forward pass
and instantiation of multiple sets of LoRA trainable
parameters, yet it still demands significantly less
memory than the FO optimizer. For instance, with
Llama2-7B, a sequence length of 256, and a batch
size of 16, memory usage increases from 13.55
GB to 14.53 GB for MobiZO, whereas FO requires
over 40 GB. FO over the full parameter space re-
quires even much more memory, going beyond the
memory capacity of edge devices.

End-to-end Wall-clock Time Speedup. Fig-
ure 3 shows the end-to-end wall-clock time for
fine-tuning TinyLlama-1.1B and Llama2-7B us-
ing MeZO and MobiZO for 20,000 steps across
various tasks. By applying PEFT methods, both
MeZO and MobiZO reduce training time by min-
imizing sequential processing of model parame-
ters, a benefit that becomes more pronounced with
larger models such as Llama2-7B. MobiZO further
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Figure 3: End-to-end wall-clock time of fine-tuning TinyLlama-1.1B and Llama2-7B for various configurations
across tasks. MobiZO achieves up to 4.3 x speedup compared to MeZO (full) under the same computational budget.

Sequence length 64 128
Batch size 1 2 4 8 1 2 4 8
TinyLlama-1.1B
MeZO (LoRA-FA) 0.69 0.71 0.89 128 0.70 088 1.27 2.18
MobiZO 043 049 0.69 1.15 049 0.69 1.13 2.00
Speedup ratio 162 145 129 1.12 142 129 112 1.09
Llama2-7B
MeZO (LoRA-FA) 3.10 337 444 646 337 444 647 10.83
MobiZO 1.69 222 322 538 222 322 537 8.60
Speedup ratio 1.83 152 138 120 152 138 121 1.26

Table 3: Runtime (sec/step) and speedup ratio of
inner-loop parallelization on Jetson GPU backend for
TinyLlama-1.1B and Llama2-7B with NF4 quantization.

improves training runtime through inner-loop and
outer-loop parallelization achieving speedups of
up to 4.3 x over MeZO (Full) and up to 1.9 over
MeZO (LoRA-FA) baselines.

Additional system profiling ablation studies, in-
cluding runtime breakdown under different fixed
sequence length and batch size configurations, as
well as under different quantization schemes, are
available in Appendix H.

4.3 On-Device Training Experiments

For on-device training experiments, we begin with
a sanity check to verify per-step loss values on
two edge platforms: the NVIDIA Jetson Nano
Orin (8GB) GPU and the OnePlus 12 smartphone
(12GB) NPU backend. This ensures that both plat-
forms yield the same output given the same input
as those observed on the server side. Detailed edge
system specifications and experimental setups are
provided in Appendix I. After verification, we mea-
sure and report the runtime per step of MobiZO
across different fixed sequence lengths and batch
size configurations, following the same setup in
Section 4.2. Due to out-of-memory issues, FO
training is omitted from on-device experiments.
On the Jetson platform, which runs on a Linux
system, we use the PyTorch library for model for-
ward passes. Table 3 demonstrates the speedup

= 8 o 6
5% SeqLen = 64 = _ o
2 6| = SeqLen =128 w m o5 IR,
2 o &) [ N
& S = = .~ 0
T4l 2 2 oI S e B GOl
5 5 IS ] & ws @
£ 8 @n N g
E 20 mg ©T A . S 3| B
LN =
0 [ [ [ T 2 T i ' !
2 4 8 16 2 4 8 16

Batch size Batch size

Figure 4: Runtime and memory usage per step on An-
droid NPU backend for TinyLlama-1.1B across different
batch sizes and sequence lengths.

achieved by MobiZO with inner-loop paralleliza-
tion and NF4 weight-only quantization, reaching
up to 1.83x improvement by eliminating the re-
peated weight dequantization overhead. Since Mo-
biZO is fully compatible with Q-LoRA (Dettmers
et al., 2023), we also verify that weight-only quan-
tization does not significantly degrade accuracy, as
demonstrated in Appendix F.

On the smartphone platform, which operates on
Android OS without PyTorch support, we repur-
pose the latest ExecuTorch library (v0.6.0) to per-
form MobiZO fine-tuning through integrating the
Mobile MP-LoRA module as described in Section
3. Since we do not modify the runtime code on the
edge device, vanilla MeZO baseline experiments
are omitted due to incompatibility. Additionally,
due to current limitations in ExecuTorch’s support
for weight-only quantization, we run TinyLlama-
1.1B in FP16 mode on the NPU backend. While
Qualcomm’s NPU is optimized for low power
rather than raw throughput (Qualcomm, 2024), Ex-
ecutorch on the Android platform achieves com-
parable efficiency to Pytorch on the Jetson CUDA
platform at smaller batch sizes. As shown in Figure
4, with an effective batch size of 16, the NPU back-
end takes 5.76 seconds for one step with a sequence
length of 128, whereas Jetson GPU completes it in
2.00 seconds.
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5 Conclusion

This work presents MobiZO, a parallelized zeroth-
order optimization framework for efficient fine-
tuning of large language models in resource-
constrained environments. By combining outer-
loop and inner-loop parallelization with the Multi-
Perturbed LoRA design, MobiZO removes the se-
quential bottleneck of multi-query gradient esti-
mation while retaining its accuracy benefits. Ex-
periments on server GPUs, Jetson platforms, and
Android NPUs show that MobiZO reduces wall-
clock training time, lowers memory usage, and
improves fine-tuning accuracy over baselines such
as MeZO. Its seamless integration with inference
engines like ExecuTorch requires no runtime mod-
ifications, enabling practical real-time on-device
fine-tuning. Overall, MobiZO bridges the gap be-
tween zeroth-order optimization and real-world de-
ployment, paving the way for trustworthy and per-
sonalized LLMs on mobile and edge devices.

6 Limitations

While MobiZO enables efficient on-device LLM
fine-tuning, it has several limitations. First, Mo-
biZO is tailored for the randomized gradient esti-
mator in ZO optimization. Extending it to other
Z0 methods, such as variance-reduced optimizers
or adaptive query selection, could further improve
convergence speed. Second, thermal constraints
on edge devices limit sustained compute perfor-
mance, leading to throttling during prolonged fine-
tuning. Future work will explore thermal-aware
scheduling to maintain performance under temper-
ature fluctuations. Third, MobiZO assumes static
computational settings, whereas edge environments
often have dynamic compute and memory resource
constraints. Adapting query count, batch size, or
precision in response to runtime conditions is a
promising direction.
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A  MeZO Algorithm and Its Limitation

Algorithm 3 MeZO with g > 1.

1: Input: parameters & € R, loss £ : R? —
R, step budget 7', function query budget g,
perturbation scale €, learning rate n

2. fort=1,...,T do

3 fori=1,...,qgdo
4 seeds, projected_grads =[]
5: Sample batch B C D and random seed s
6: 0 = PerturbParameters(8, ¢, s)
7 (. =L(0;B)
8 0 = PerturbParameters(8, —2¢, s)
9: (_ = L(0;B)
10: 0 = PerturbParameters(8, ¢, s)
11: proj_grads[i] = f*;f*
12: seeds[i]l =s
13:  end for
14: fori=1,...,qdo
15: Reset random generator with seeds[i]
16: for 6; € 6 do
17: z~N(0,1)
18: 0;,=0;— % x proj_grads[i] x z
19: end for
20:  end for
21: end for

22: Function PerturbParameters(8, e, s)
23: Reset random number generator with seed s
24: for 8; € 6 do

25: 2z~ N(0,1)
26: 0j = 0]' + €z
27: end for

28: End Function

We evaluate the runtime efficiency of the MeZO
optimizer, outlined in Algorithm 3, which is
adapted from the original work. MeZO employs a
random seed trick to eliminate the need for storing
random noise, reducing peak memory usage.

In each iteration, MeZO proceeds through four
distinct loops. First, it introduces positive noise
into the trainable parameters (line 6), followed by
perturbing the weights in the opposite direction
using the same noise (line 8). Next, the weights
are restored to their original state before the update
(line 10), and finally, the computed gradients are
applied to update the weights (line 18).

This method reduces memory overhead from
O(d) to O(1) by avoiding the storage of random
noise. However, the runtime cost escalates from
O(1) to O(d) because each parameter update re-

quires individual processing, which cannot be effi-
ciently parallelized. In practical settings, especially
with LLMs, iterating over the full parameter set
four times per update can significantly slow down
the training process, thus negating the benefits of
eliminating backpropagation.

In contrast, PyTorch’s FO optimizers utilize a
foreach implementation by default. This method
aggregates all layer weights into a single tensor dur-
ing parameter updates, which speeds up the compu-
tation. However, this approach also increases the
memory usage by O(d), as it requires maintaining
a copy of the entire gradients for the parameter
update.

Table 4 compares the runtime of the Llama2-7B
model using both FO-SGD and MeZO-SGD opti-
mizers (¢ = 1) over the full parameter space across
various batch sizes and sequence lengths on the
same standard benchmark introduced in Section
4.2. The FO optimizer is run with FP16 mixed-
precision training, while MeZO uses pure FP16
to maximize computational speed. To avoid out-
of-memory errors, we utilize two NVIDIA A100
(40GB) GPUs for the FO optimizer, which in-
curs additional GPU communication time in a dis-
tributed environment.

Sequence length 64 128 256

Batch size 1 4 8 1 4 8 1 4 8
FO-SGD 0.17 021 034 0.19 033 049 0.8 049 090
MeZO-SGD (g =1) 043 048 056 043 056 0.73 045 0.73 1.05

Table 4: Runtime (sec/step) of Llama2-7B using FO and
MeZO optimizers over full parameter space.

When both the batch size and sequence length
are small, MeZO exhibits significantly higher run-
time due to the overhead of sequential operations
required to apply perturbations and gradients. How-
ever, as the batch size and sequence length increase,
where forward and backward passes, as well as
GPU communication, dominate the runtime, the
MeZO optimizer demonstrates improved perfor-
mance. This behavior highlights the importance of
applying PEFT methods with MeZO to mitigate
the computation overhead caused by the sequential
processing of model parameters.

B Preliminary Experiment of ZO with
Different PEFT Methods

We conducted a preliminary experiment by fine-
tuning the OPT-1.3B model (Zhang et al., 2022) for
10,000 iterations on the SST2 dataset (Wang et al.,
2019) using ZO-SGD optimizer with different
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PEFT methods. We use hyperparameter grid search
with learning rate € {5e —6, 5e — 5, 5e —4, be — 3}
and € € {le — 3,1e — 2}. LoRA (Hu et al., 2022),
LoRA-FA (Zhang et al., 2023), and DoRA (Liu
et al., 2024a) are configured with » = 16, and
VeRA (Kopiczko et al., 2024) uses r = 1024.
The results in Table 5 indicate that the LoRA-FA
method outperforms other PEFT methods in terms
of accuracy.

PEFT Methods
Accuracy

LoRA LoRA-FA DoRA VeRA
90.9 92.0 90.9 914

Table 5: ZO accuracy of OPT-1.3B on SST2 dataset
using different PEFT methods.

C Padding Statistics

Figure 5 illustrates how smaller batch sizes (e.g.,
2) result in less padding compared to larger batch
sizes (e.g., 8), thereby reducing wasted computa-
tion.

Padding on batch size of 8  Padding on batch size of 2

Sample Index
0N U LI —
0N U LI —

| [
S
1 32 64 96 128
Token Count

L1
1 32 64 96 128

Token Count

Figure 5: The standard batching approach pads shorter
sequences to the maximum sequence length within the
batch.

Figure 6 shows the average percentage of
padding tokens used across different tasks and
batch sizes. A larger batch size of 16 results in
a higher percentage of padding tokens across all
tasks compared to a batch size of 4. This suggests
that smaller batch sizes may help reduce padding
overhead, potentially leading to more efficient com-
putation.

D Experiment Setup
D.1 Datasets

We evaluate the performance of the TinyLlama-
1.1B model on six tasks from the GLUE dataset
(Wang et al., 2019): sentiment analysis (SST2),
paraphrase (MRPC and QQP), and natural lan-
guage inference (QNLI, RTE, and WNLI). For
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Figure 6: Average percentage of padding tokens for
different tasks and batch sizes.

the larger Llama2-7B model, evaluations were
performed on two tasks from the GLUE dataset:
SST2 and RTE. Additionally, the model was tested
on six tasks from the SuperGLUE dataset (Wang
et al., 2020), categorized as follows: text clas-
sification (BoolQ, WSC, WIC, and MultiRC),
and multiple-choice (COPA). We include three
additional multiple-choice tasks from the Wino-
Grande (Sakaguchi et al., 2021), ARC-Easy, and
ARC-Challenge (Clark et al., 2018) datasets. For
question-and-answering tasks, we utilize the F1
score as a metric, while accuracy metrics are used
for the rest. All datasets used in this work are in
English.

D.2 Training procedure

We achieve text classification, multiple-choice, and
question-and-answering tasks through next-word
prediction, using prompt templates based on MeZO
(Malladi et al., 2023) and PromptSource (Bach
et al., 2022). Table 6 presents the prompt templates
used for the datasets in our TinyLlama-1.1B and
Llama2-7B experiments. For SST-2, RTE, BoolQ,
WSC, WIC, MultiRC, and COPA, we applied the
template from MeZO (Malladi et al., 2023). We cre-
ated templates for MRPC, QQP, QNLI, WNLI, and
ARC by following the suggestions from Prompt-
Source (Bach et al., 2022), and we adapted the
same template for WinoGrande from (Zhang et al.,
2024b).

Unlike MeZO, we compute the loss value of pre-
diction over the entire vocabulary space instead of
only the vocabulary space of the ground true. For
these tests, we also adopt a low-volume data con-
dition, limiting our samples to 1,000 for training,
500 for validation, and 1,000 for testing, as pro-
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Dataset Type

Prompt

SST-2 cls.

<text> It was terrible/great

RTE cls.
Yes/No

<premise> Does this mean that “<hypothesis>" is true? Yes or No?

MRPC cls.
Sentence 1: <sentencel>
Sentence 2: <sentence2>
Yes/No

Do the following two sentences mean the same thing? Yes or No?

QQP cls.
Question 1: <question1>
Question 2: <question2>
Yes/No

Are these two questions asking the same thing? Yes or No?

QNLI cls.
Sentence 1: <sentencel>
Sentence 2: <sentence2>
Yes/No

Does this sentence answer the question? Yes or No?

WNLI cls.
Sentence 1: <sentencel>
Sentence 2: <sentence2>
Yes/No

Given the first sentence, is the second sentence true? Yes or No?

BoolQ cls.
Yes/No

<passage> <question> <answer>?

WSC cls.
Yes/No

<text> In the previous sentence, does the pronoun “<span2>” refer to <span1>?

WIC cls.
<sent1><sent2>
Yes, No?

Does the word “<word>" have the same meaning in these two sentences?

MultiRC cls.

<paragraph> Question: <question>

I found this answer “<answer>". Is that correct?

Yes or No?

COPA mch.

<premise> so/because <candidate>

WinoGrande mch.

<context><subject><object>

ARC cls.

Pick the most correct option to answer the following question: <question>

Options: <op1>, <op2>, <op3>, <op4>

Answer: <label>

Table 6: The prompt template of the datasets used in the experiments.

posed in the original MeZO work (Malladi et al.,
2023). FO-SGD experiments are trained for 1,000
iterations, and performance on the test dataset is
evaluated every 100 steps. ZO experiments are
trained for 20,000 iterations and performance on
the test dataset is evaluated every 500 steps.

D.3 Hyperparameters

We report the hyperparameter search grids in Ta-
ble 9. For LoRA hyperparameters, we choose the
LoRA rank to be 16 and the LoRA alpha to be
32. For MobiZO, with the constant batch size of
16, we search configurations (¢ = 1, F = 16),
(¢=2E=28),(q=4E=4),(q@=8E=2),
and (g = 16, ' = 1). Note that MeZO (LoRA-FA)
is a special case of MobiZO with ¢ = 1.

E Additional FO Experiments

We also provide additional experimental results on
FO-Adam in Tables 7 and 8. While FO-Adam can
enhance model performance, it introduces a signifi-
cantly higher memory overhead, particularly when
updating all model parameters. This is because
Adam maintains two state variables, moment esti-

mates of the first and second order, for each param-
eter, effectively tripling the memory requirement
compared to storing only the model parameters.
Therefore, FO-Adam is typically deployed in dis-
tributed multi-GPU environments, which further in-
creases runtime due to the overhead of inter-device
communication.

Methods SST-2 RTE MRPC QQP QNLI WNLI
Full 919 725 774 824 808 563
LoRAFA 942 826 823 844 865 563

Table 7: Performance of fine-tuning TinyLlama-1.1B
on different tasks with FO-Adam optimizers.

Methods SST-2 RTE BoolQ WSC WiC MultiRC COPA
Full 92.5 78.7  80.6 63.4 672 71.7 81.0
LoRA-FA 96.0 88.1 85.7 79.8 75.1 84.2 87.0

Table 8: Performance of fine-tuning Llama2-7B on dif-
ferent tasks with FO-Adam optimizers.

F Additional ZO Experiments
F.1 Legacy OPT models

We conducted additional zeroth-order optimization
experiments on the OPT-1.3B model (Zhang et al.,
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Methods TinyLlama-1.1B Llama2-7B
FO (Full) Batch size 16 Batch size 8
Learning rate  {1le-4, Se-5, le-5} Learning rate  {le-4, Se-5, le-5}

Batch size 16
Learning rate

FO (LoRA-FA)

{5e-3, 1e-3, Se-4}

Batch size 8
Learning rate  {5e-3, le-3, Se-4}

MeZO (Full) Batch size 16 Batch size 16
Learning rate  {1le-6, Se-7, le-7} Learning rate  {1le-6, Se-7, le-7}
€ le-3 € le-3
MobiZO Batch size 16 Batch size 16
q {1,2,4,8,16} q {1,2,4,8,16}
Learning rate  {5e-4, le-4, 5e-5, le-5} Learning rate  {5e-4, le-4, 5e-5, le-5}

€ le-2

€ le-2

Table 9: Hyperparameters used for TinyLlama-1.1B and Llama2-7B experiments.

2022), which was also evaluated in the original
MeZO study (Malladi et al., 2023). Given our em-
phasis on deployment in resource-constrained edge
environments, we exclude larger models such as
OPT-13B and OPT-70B from consideration. As
shown in Table 10, MobiZO consistently outper-
forms MeZO across most tasks, highlighting its
effectiveness beyond the LLaMA model family.
These results complement our primary evaluations
on LLaMA-based models and further demonstrate
the general applicability of MobiZO across diverse
model architectures.

Methods SST-2 RTE MRPC QQP QNLI WNLI
MeZO (Full) 924 578 106 677 562 592
MeZO (LoRA-FA) 898 628 706 693 589  59.2
MobiZO (g =4) 920 628 713 731 654  60.6
MobiZO (g =16) 915 628 713 743 658  60.6

Table 10: Evaluation results on GLUE tasks using OPT-
1.3B with different ZO methods.

F.2 Latest edge-specific models

We further evaluate three latest sub-1B parameter
models: Llama3.2-1B (Meta-Al, 2024c), Qwen3-
0.6B (Yang et al., 2025), and SmolLM-340M (Yang
etal., 2025). These models fit within 6-8 GB mem-
ory and are representative of mobile and edge plat-
forms. Results in Tables 11, 12, and 13 show that
MobiZO'’s advantages extend to other architectures
and smaller LLMs. MobiZO consistently improves
task performance while also benefiting from the
training speedup of parallelized execution.

Methods SST-2 RTE MRPC QQP QNLI WNLI
MeZO (Full) 91.9 639 70.6 75.6  67.7 60.6
MeZO (LoRA-FA)  92.8 64.6 70.3 73.6 604 63.4
MobiZO (q = 4) 93.8 64.6 74.8 762 637 63.4
MobiZO (q = 16) 937 653 73.0 719 678 63.4

Table 11: Evaluation results on GLUE tasks using
Llama3.2-1B with different ZO methods.

Methods SST-2 RTE MRPC QQP QNLI WNLI
MeZO (Full) 87.6 747 74.3 769 663 69.0
MeZO (LoRA-FA) 872 779 78.7 79.1 73.6 63.4
MobiZO (¢ = 4) 878 758 79.2 80.5 74.6 66.2
MobiZO (q = 16) 874 55 789 81.1  80.8 63.4

Table 12: Evaluation results on GLUE tasks using
Qwen3-0.6B with different ZO methods.

Methods SST-2 RTE MRPC QQP QNLI WNLI
MeZO (Full) 75.0 552 68.6 673 554 57.8
MeZO (LoRA-FA) 87.6 542  72.8 71.8 732 535
MobiZO (¢ = 4) 874 560 735 71.1 75.3 56.3

MobiZO (¢ =16) 874 574 728 742 746 53.5

Table 13: Evaluation results on GLUE tasks using
SmolLM-340M with different ZO methods.

F.3 MobiZO with weight-only quantization

To evaluate the compatibility of MobiZO with
quantized models, we apply weight-only quan-
tization at both 8-bit and 4-bit precision levels
to the TinyLlama-1.1B model, building on Q-
LoRA (Dettmers et al., 2023), which has shown
that NF4 quantization is effective for freezing pre-
trained weights. In this setup, weights are stored
in low-bit formats to reduce memory usage and are
dequantized to FP16 during the forward pass. As
shown in Table 14 and Table 1, the fine-tuning per-
formance remains comparable to that of full FP16
training, confirming that low-bit quantization does
not significantly affect model accuracy.

Methods
8-bit weights
MobiZO (¢ = 4) 883 703 73.4 762 74.8 60.3
MobiZO (¢ = 16) 89.4 722 73.5 769  76.5 59.7
4-bit weights

MobiZO (¢ = 4) 88.0 70.1 73.2 76.1 74.6 59.6
MobiZO (¢ = 16) 889  72.1 73.0 77.1 764 58.2

SST-2 RTE MRPC QQP QNLI WNLI

Table 14: Performance of TinyLlama-1.1B on GLUE
tasks under 8-bit and 4-bit weight-only quantization.
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G In-depth analysis of trade-offs in RGE

Table 15 summarizes different trade-offs in RGE
under a fixed computational budget. One strategy
(Row 2) suggested by MeZO compensates for the
increased number of queries by reducing the total
number of training steps. In this work, we intro-
duce an alternative trade-off (Row 3): increasing
the query count while decreasing the batch size,
rather than reducing training steps. As demon-
strated in Section D, this approach consistently out-
performs the trade-offs in Rows 1 and 2. Nonethe-
less, each training step takes longer than it would
with a single-query (¢ = 1) because the gradient
estimations are executed sequentially, even though
the total compute remains the same. While this
trade-off improves final model accuracy, our objec-
tive is to maintain high accuracy while minimizing
per-step execution time via the parallelism intro-
duced in MobiZO.

Query Batchsize Training steps Performance Wall-clock time

1 B T X v/
q B T/q X v
q B/q T v RGE X / MobiZO v

Table 15: Different trade-offs for RGE.

Our motivation for this adjustment stems from
the convergence analysis in the MeZO work (Mal-
ladi et al., 2023), which shows that reaching e-
suboptimality requires

o4 045) () (22,

where n is the number of zeroth-order queries, B
is the batch size, r is the local effective rank of the
Hessian, and « bounds the trace of the gradient-
covariance matrix. Among these variables, ¢, p,
and « are properties of the loss landscape that are
generally not controllable, but n and B are hy-
perparameters that can be tuned. We hypothesize
that increasing n has a greater impact on conver-
gence speed than increasing B, especially in large
language models with low effective Hessian rank
(Malladi et al., 2023). Given the complexity of
these models, analytically estimating 7, o, or y is
intractable; we therefore validate this hypothesis
through empirical results.

To support our analysis, Table 16 presents av-
eraged performance across different values of ¢
for both TinyLlama-1.1B and Llama2-7B on their
corresponding tasks described in Section 4. As g
increases and F decreases proportionally (keeping

total B fixed), model performance consistently im-
proves compared to single query RGE, confirming
the benefit of our trade-off strategy. However, the
improvement does not persist uniformly as ¢ contin-
ues to grow. Therefore, in practice, we recommend
using ¢ = 4 or ¢ = 16, which offer a favorable
balance between convergence quality and hyperpa-
rameter search.

q 1 2 4 8 16
TinyLlama-1.1B 7033 73.62 74.10 74.82 74.80
Llama2-7B 7162 7175 72.87 7281 72.83

Table 16: Average performance of TinyLlama-1.1B and
Llama2-7B models under varying numbers of queries ¢
in MebiZO.

H Ablation Studies on System
Performance of MobiZO

H.1 Efficiency of outer-loop parallelization

We measure the runtime and memory usage of Mo-
biZO, implemented using outer-loop paralleliza-
tion only for the Llama2-7B model across different
effective batch sizes and fixed sequence lengths
configurations. As shown in Table 17, the runtime
remains nearly identical across different combina-
tions of the number of queries ¢ and effective batch
size I/, given that the batch size remains constant at
B = 16, which indicates our outer-loop paralleliza-
tion implementation does not incur computation
overhead. Peak memory usage increases slightly
due to the instantiation of multiple LoRA trainable
parameters at each layer.

Sequence length 64 128 256

q 1 4 16 1 4 16 1 4 16
Effective batch size 16 4 1 16 4 1 16 4 1
Runtime (sec/step) 0.18 020 0.19 035 037 032 069 067 0.71
Memory (GB) 12.61 12.69 1281 12.64 12.80 13.14 1270 13.04 13.53

Table 17: System performance of outer-loop paralleliza-
tion for Llama2-7B under the same batch size of 16.

H.2 Efficiency of inner-loop parallelization

We measure the runtime and memory usage of Mo-
biZO, implemented using inner-loop paralleliza-
tion only for the Llama2-7B model across fixed
different sequence length and batch size configura-
tions. As shown in Table 18, the runtime speedup
isup to 1.79x at a sequence length of 64 and batch
size of 1. This improvement is primarily due to
reusing model weights across two forward passes,
which reduces cache access and increases operation
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Figure 7: Runtime speedup per training step of TinyLlama-1.1B and Llama2-7B for different quantization methods,

sequence lengths, and batch sizes.

intensity. However, the benefits diminish as oper-
ation intensity increases and the system becomes
compute-bound.

Sequence length 64 128 256

Batch size 1 8 16 1 8 16 1 8 16
MeZO (¢ = 1, LoRA-FA) 0.07 0.11 0.18 0.07 0.19 035 0.07 035 0.69
MobiZO (q = 1, inner) 0.04 0.10 0.18 0.04 0.8 034 0.06 034 0.67

Table 18: Runtime (sec/step) of inner-loop paralleliza-
tion for Llama2-7B under different sequence length and
batch size configurations.

Additionally, we evaluate the speedup achieved
by inner-loop parallelization under weight-only
INT8 and NF4 quantization. As illustrated in Fig-
ure 7, inner-loop parallelization achieves the great-
est speedup in conjunction with NF4 quantization,
reaching up to a 1.97x improvement over the se-
quential execution of two forward passes. Since
NF4 dequantization is more computationally inten-
sive than INT8 during forward passes, inner-loop
parallelization enhances efficiency by dequantizing
weights only once per training step, reducing the
overhead from repeated dequantization.

H.3 End-to-end training efficiency

Tables 20 - 23 provide additional details on per-
task runtime and memory usage to complement
the experimental results in Table 1. In these ta-
bles, MeZO (Full) represents the baseline configu-
ration in which all model parameters are updated
during training. For MeZO (LoRA-FA), results
are presented for both the standard implementation
without optimizations and a variant enhanced with
inner-loop parallelization. For MobiZO, results are
shown for two setups: one using only outer-loop
parallelization and another that combines both in-
ner and outer-loop parallelization strategies. As
noted in Section 4.2, when both parallelization
strategies are enabled, MobiZO achieves speedups
of up to 4.3x over MeZO (Full) and up to 1.9x

over MeZO (LoRA-FA).

Regarding memory usage, enabling both inner
and outer-loop parallelization results in higher
memory consumption for both models compared to
configurations using only outer-loop parallelization.
This increase is due to the concurrent computation
of two forward passes when inner-loop paralleliza-
tion is enabled. Specifically, for Llama2-7B, tasks
like MultiRC see an increase in memory usage of
up to 33% when using inner-loop parallelization
due to larger sequence length. Despite this increase,
the memory efficiency remains within acceptable
bounds.

I Edge Devices Specifications

Table 19 presents the specifications of the edge
computing devices used in the experiments, detail-
ing the CPU, memory, and accelerator components.

Device CPU Memory Accelerator
NVIDIA Jetson 6% 1.5GHz Cortex- 8GB 68GB/s  1024-core Ampere
Orin Nano AT8AE LPDDRS5 GPU 625MHz
OnePlus 12 1x 3.3GHz Cortex-X4 12GB 77GB/s Hexagon NPU

3x 3.2GHz Cortex-A720 LPDDRS5
2x 3.0GHz Cortex-A720
2x 2.3GHz Cortex-A520

Table 19: Edge devices used in the experiments.

For experiments on the Android NPU backend,
we use the Qualcomm AI Engine Direct SDK
(v2.28.0.241029) and Android NDK (r26d) to com-
pile the kernel library.
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Methods SST-2 RTE MRPC QQP QNLI WNLI

MeZO (Full) (¢ = 1) 3831 61.51 4571 40.76 46.30 43.57
MeZO (LoRA-FA) (¢ = 1)
standard 34.66 55.53 3545 3500 3744 3440
inner 23.55 54.07 3572 2876 36.59 33.22
MobiZO (¢ = 4)
outer only 36.27 4522 3690 36.19 3533 3723
inner + outer 23.68 43.75 34.07 2583 3197 29.09
MobiZO (¢ = 16)
outer only 3557 38.18 3538 35.19 3586 3534
inner + outer 2477 3198 2990 2431 2743 2584

Table 20: Runtime (min/task) of fine-tuning TinyLlama-1.1B across different tasks using different ZO methods.

Methods SST-2 RTE BoolQ WSC WiC MultiRC COPA WinoGrande
MeZO (Full) (g = 1) 159.44 288.10 384.07 209.72 173.01 52649  146.40 154.74
MeZO (LoRA-FA) (¢ = 1)

standard 5420 21381 32946 11679 7055 50474  40.77 48.07
inner 5522 21030 322.64 118.03 7275 50554  36.57 48.62
MobiZO (¢ = 4)

outer only 49.11 165.53 251.63 91.87 6655 50570  44.65 49.01
inner + outer 45.17 16421 24855 92.17 67.52 49632  37.38 46.89
MobiZO (¢ = 16)

outer only 4391 111.80 171.84 71.14 6031 43824 4196 46.41
inner + outer 3699 11154 171.14 7240 61.10 42141 3591 43.41

Table 21: Runtime (min/task) of fine-tuning Llama2-7B across different tasks using different ZO methods.

Methods SST-2 RTE MRPC QQP OQNLI WNLI
MeZO (Full) (¢ = 1) 2.56  3.38 2.74 2.74 3.17 2.77
MeZO (LoRA-FA) (¢ = 1)
standard 235 327 2.63 2.63 3.06 2.66
inner 2.63 446 3.18 3.18 4.04 3.24
MobiZO (g = 4)
outer only 237 329 2.65 2.65 3.07 2.68
inner + outer 2.67 4.50 3.22 3.22 4.07 3.28
MobiZO (q = 16)
outer only 244 318 2.72 2.69 3.14 2.75
inner + outer 2.81 4.28 3.36 330 422 342

Table 22: Peak memory usage (GB) of fine-tuning TinyLlama-1.1B across different tasks using different ZO
methods.

Methods SST-2 RTE BoolQ WSC WiC MultiRC COPA WinoGrande
MeZO (Full) 13.64 1623 18.39 1451 13.82 18.39 13.60 13.60
MeZO (LoRA-FA) (¢ = 1)
standard 1341 16.00 18.16 1427 13.58 18.16 12.98 13.15
inner 1423 1941 2373 1596 14.57 23.73 13.37 13.71
MobiZO (¢ = 4)
outer only 13.53 16.12 1828 1440 13.71 18.28 13.10 13.27
inner + outer 1447 19.65 2397 1620 14.82 23.97 13.61 13.95
MobiZO (¢ = 16)
outer only 14.03 16.10 18.77 1492 14.20 18.77 13.59 13.77
inner + outer 1545 1959 2495 17.17 15.79 24.95 14.58 14.93

Table 23: Peak memory usage (GB) of fine-tuning Llama2-7B across different tasks using different ZO methods.
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