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Abstract

The paradigm of using Large Language Mod-
els (LLMs) and Multimodal Large Language
Models (MLLMs) as evaluative judges has
emerged as an effective approach in RLHF and
inference-time scaling. In this work, we pro-
pose Multimodal Reasoner as a Judge (MR.
Judge), a paradigm for empowering general-
purpose MLLMs judges with strong reason-
ing capabilities. Instead of directly assign-
ing scores for each response, we formulate
the judgement process as a reasoning-inspired
multiple-choice problem. Specifically, the
judge model first conducts deliberate reason-
ing covering different aspects of the responses
and eventually selects the best response from
them. This reasoning process not only im-
proves the interpretibility of the judgement,
but also greatly enhances the performance of
MLLM judges. To cope with the lack of ques-
tions with scored responses, we propose the
following strategy to achieve automatic anno-
tation: 1) Reverse Response Candidates Syn-
thesis: starting from a supervised fine-tuning
(SFT) dataset, we treat the original response
as the best candidate and prompt the MLLM
to generate plausible but flawed negative can-
didates. 2) Text-based reasoning extraction:
we carefully design a data synthesis pipeline
for distilling the reasoning capability from a
text-based reasoning model, which is adopted
to enable the MLLM judges to regain com-
plex reasoning ability via warm up supervised
fine-tuning. Experiments demonstrate that our
MR. Judge is effective across a wide range
of tasks. Specifically, our MR. Judge-7B sur-
passes GPT-40 by 9.9% on VL-RewardBench,
and improves performance on MM-Vet during
inference-time scaling by up to 7.7%.

1 Introduction

Effective reward modeling is particularly valuable in
reinforcement learning (RL), where large language
model (LLM) judges can provide real-time feedback
or rank responses during reinforcement learning from
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Figure 1: Illustration of different reward models and
judge models.

human feedback (RLHF), thereby accelerating policy
optimization (Yuan et al., 2025). It is also beneficial
for inference-time scaling, where LLM judges enable
multimodal LLMs (MLLMs) to perform multiple infer-
ence passes and select the best output among candidate
responses (Xie et al., 2023). Traditional score-based
reward models typically append a classifier to the LLM
output, predicting a single scalar score to represent re-
sponse quality (Liu et al., 2024; Li et al., 2023c). While
this approach has proven effective, the resulting scores
are often not interpretable—failing to explain why cer-
tain responses receive high or low ratings—which intro-
duces risks such as reward hacking (Skalse et al., 2025).
In contrast, using LLMs as judges allows for more in-
terpretable and diverse evaluation processes (Xie et al.,
2023; Yao et al., 2023; Liu et al., 2025; Hosseini et al.,
2024). These models not only select the best response
but also provide reasoning behind their decisions, offer-
ing greater transparency and robustness in evaluation.
On the other hand, the use of multimodal large lan-
guage models (MLLMs) as judges (Chen et al., 2024a)
still presents several challenges. First, instruction-tuned
MLLMs are generally less capable of evaluating the
quality of model-generated responses. This limitation
stems from the significantly smaller scale of datasets
used during multimodal training compared to those used
for text-only LLMs, resulting in weaker multimodal ca-
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The image shows a pug standing on a
wooden office desk. The pug has a
fawn-colored coat with distinctive
black markings on its face, a
wrinkled forehead, and dark,
expressive eyes. It is wearing a
greenish leash and a collar with a
metallic tag attached, suggesting
it is a pet brought into a
workplace setting. The pug is
looking slightly to the left with a
calm or curious expression. The
desk is part of an office cubicle,
evidenced by the gray fabric
partition wall in the background.
On this wall, there are a few items
pinned up, including what looks
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of paper...
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<think> Let’s evaluate the two responses step by step.
First, what does Response A include? It accurately
notes the pug, its coloring... However, it mentions a
steaming cup of coffee that is not in the image
description. Response B mentions..., which aligns with
the image description. Response C is correct but too
brief... Therefore, Response B is the better
choice.</think> \boxed{B}

& Hint Removal and Style Shift

<think> Let’s evaluate the two
responses step by step.

First, what does Response A
include? It accurately notes the
pug, its coloring... However, it
mentions a steaming cup of coffee
that is not in the present in the
image.

Response B mentions mentions tiny
sunglasses on the pug, a green
leash, rainbow LED keyboard,
coffee cup, sandwich, which aligns
with the content of the image.

Response C is correct but too
brief... Therefore, Response B is
the better choice.</think>
\boxed{B}

Figure 2: Overview of the data generation framework. The top row illustrates the synthesis of negative response
candidates using the MLLM, followed by the construction of multiple-choice questions from the image, the prompt,
and the candidate responses. The bottom row depicts how long-form reasoning data is extracted from text-based

reasoning LLMs for supervised fine-tuning.

pabilities (Chen et al., 2024b; Pi et al., 2024b). Second,
due to the unreliable capability of SOTA MLLMs to
score responses, it is challenging to scale up the prefer-
ence dataset with high quality by leveraging MLLMs
as annotators, making it difficult to train effective judge
models. Third, instruction-tuned MLLMs often struggle
to produce complex reasoning traces, which are critical
for assessing responses to more challenging or nuanced
questions (Xu et al., 2025).

In this work, we propose Multimodal Reasoner as
a Judge (MR. Judge), a novel approach for training
general-purpose judges to evaluate responses from
MLLMs, particularly suited for complex, open-ended
tasks where exact ground-truth answers are unavailable
or inherently ambiguous. Our method adopts a gen-
erative reasoning paradigm in which the judge model
not only selects the best response but also engages in
detailed reasoning over multiple candidate responses
prior to making a decision. As illustrated in Figure 1,
we formulate the judgment task as a multiple-choice
selection problem associated with explicit reasoning,
which offers several key advantages: 1) the multiple-
choice structure encourages comparative reasoning be-
tween multiple candidate responses, which has been
shown to enhance judgment accuracy in preference-
based tasks (Jiang et al., 2023); 2) The detailed rea-
soning traces prior to the final decision help mitigate
problems such as reward hacking (e.g., prefer lengthy
responses), since the reasoning allows the judgment de-
pend on critical aspects of the responses, rather than

some spurious features; 3) This formulation enables
the use of rule-based supervision signals—similar to
DeepSeek-R1 (DeepSeek-Al et al., 2025; Zeng et al.,
2025)—by treating the correct choice as ground truth,
thereby facilitating simple and robust reward modeling.

A key challenge in training judgment models lies
in obtaining high-quality candidate responses with a
clearly known best answer. This is particularly difficult
for multimodal large language models (MLLMs), as
even state-of-the-art models exhibit limited judgment
capabilities (Li et al., 2024b). As a result, generating
well-scored, challenging response candidates remains
non-trivial. To address this, we take an alternative ap-
proach termed reverse response candidates synthesis,
where we intentionally generating lower-quality nega-
tive responses, which is more tractable. Starting with
a set of visual supervised fine-tuning (SFT) datasets
as seeds, we treat the original annotations as positive
references and prompt the MLLM to generate plausible
yet imperfect alternatives. This strategy enables the cre-
ation of diverse and challenging candidate sets without
relying on external supervision or additional human la-
beling. Importantly, our method does not assume the
original annotations are flawless; since the objective
is to learn relative preferences by degrading response
quality, absolute correctness is not required for effective
training.

Although with the annotated candidate responses,
we can already tune the MLLM judge using RL from
scratch, we observe limited emergence of complex rea-

20194



soning behaviors such as re-evaluation or deliberate
reflection moments. We hypothesize that this stems
from MLLMs’ thorough supervised fine-tuning (SFT)
stage, which enhances output structure but reduces di-
versity, consequently restricting exploration during RL.
To address this, we carefully design a synthetic data
generation pipeline to extract the long-reasoning capa-
bility from text-based reasoning LLMs (e.g., DeepSeek-
R1 (DeepSeek-Al et al., 2025)), which enables the judge
model to regain its reasoning strength via fine-tuning.
Our training pipeline follows a two-stage procedure.
First, we leverage the extracted reasoning traces and
apply SFT to warm up the MLLM with reasoning ability.
In the second stage, we apply RL to refine the model’s
ability to leverage its reasoning capability to improve
its judgment for responses across diverse visual tasks.
In summary, our contributions are as follows:

* We propose a novel formulation for training
MLLM-as-judges, which is cast as a multiple-
choice problem with explicit reasoning process.

We introduce a novel scalable annotation strategy
to construct response candidates with known best
answer without relying on external scoring models
or human annotations.

We carefully design a pipeline for constructing SFT
dataset that extracts the strong reasoning capability
from text-based reasoning LL.Ms, which enables
the judge model to unlock its reasoning strength.

With our proposed data annotation strategy, we
curate MR-Judge-8K containing around 3K long
thought annotations for SFT and 5K multiple-
choice QA for RL.

We demonstrate through extensive experiments
that our approach significantly improves the
MLLM judge’s performances for various multi-
modal tasks. Specifically, our MR. Judge-7B sur-
passes GPT-40 by 9.9% on VL-RewardBench (Li
et al., 2024b) and improves performance on MM-
Vet during inference-time scaling by up to 7.7%.

2 Related Work

Multi-Modal Large Language Model. Recent ad-
vancements in large language models (LLMs) have
significantly improved language comprehension and
generation, achieving near-human proficiency across
various tasks (Brown et al., 2020; Scao et al., 2022;
Chowdhery et al., 2022; Smith et al., 2022; Hoffmann
et al., 2022; Ouyang et al., 2022a; Touvron et al., 2023;
Bai et al., 2022; Zhang et al., 2025). This success has
spurred interest in vision-language interaction, leading
to multi-modal large language models (MLLMs) (Liu
et al., 2023; Li et al., 2023a; Dai et al., 2023; Zhu et al.,
2023; Dai et al., 2023; OpenAl, 2023; Bai et al., 2023;
Su et al., 2023; Gao et al., 2023b; Pi et al., 2023a,b,
2024c,a; Gao et al., 2023a), which excel in dialogue
based on visual inputs.

LLM as Judge and Reward Modeling Previous
work has explored reward models and LLM-as-Judges
to align large models with human preferences. Early
approaches used the Bradley-Terry formulation to as-
sign scalar scores to responses (Ouyang et al., 2022b).
PairRM (Jiang et al., 2023) improved this by compar-
ing response pairs to capture relative quality. More
recently, LLM-as-Judges have emerged as a strong al-
ternative (Zheng et al., 2023; Yuan et al., 2025; Guo
et al., 2024; Liu et al., 2025), offering both rankings
and decision rationales. In vision-language tasks, re-
ward models have been adapted to incorporate human
preferences, improving text-to-image generation (Lee
et al., 2023), open-ended image reasoning (Yuan et al.,
2023), and general visual feedback modeling (Dong
et al., 2023). Nonetheless, building effective judges for
MLLMSs remains an open challenge.

Reasoning Models Following the introduction of
OpenAl’s O1 model series (OpenAl et al., 2024b),
a growing body of research has focused on scaling
the inference-time compute of large language models
(LLMs) to enhance performance (Snell et al., 2024; Wu
et al., 2025; Kumar et al., 2024). DeepSeek-R1 has
recently demonstrated the effectiveness of rule-based
reinforcement learning (RL) in enabling LLMs to per-
form complex reasoning (Lu et al., 2024). Concurrently,
several studies have sought to extend such reasoning
capabilities to multimodal LLMs (MLLMs) (Yang et al.,
2025; Meng et al., 2025; Shen et al., 2025; Xu et al.,
2025), verifying the feasibility of reasoning over visual
inputs. However, the potential of leveraging multimodal
reasoning models as evaluative judges is still under-
explored, and whether such enhancement improves the
judgment performance is yet to be examined.

3 Problem Formulation

We formulate the judgement process as a multiple-
choice selection task. Specifically, the MLLM judge
first conducts reasoning based on the candidate re-
sponses by conducting detailed analysis. Then, it makes
a conclusion by selecting the best candidate response
from the given ones. Each candidate response is associ-
ated with a label (e.g. A,B,C).

Let Z be the multimodal inputs (text, image, etc.) and
R = {r1,...,rk} be aset of K candidate responses,
where each 7y, is associated with a label ¢, € £ =
{A, B,...}. The MLLM judge J operates in two parts:

Structured Reasoning The judger first generates a
structured analysis:

Analysis = Jpink(¢(Z,R)) = <think>7 </think>
ey

where T represents the reasoning trace evaluating each
response’s quality. ¢ is a template function that com-
poses the inputs and responses into a multiple choice
question. Detailed template is demonstrated in Table 6.
Response Selection The judger outputs its final se-
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Prompt for Negative Candidates Generation

correct answer. Consider the following types of errors:

reasoning, wrong common knowledge)
the purpose/effect of some well known action

You are responsible for the following:

3) Output both the modified answer and error type.
You must output the answer in the following format:

<error type>error|e.g., hallucination] </error type>

<examples>

Here are the image, question and correct answer:
image: <image>

question: {question}

answer: {answer}

I am providing you with an image, a question, and a correct answer. You are an expert in injecting errors into the
1) hallucination, which reflects inaccuracy in the response that is caused by misinterpreting the image, such as object
existence, spatial relationship, object attributes, or misreading texts from the image (OCR)

2) incompleteness, where the response is too simple and does not cover all the important information

3) incorrect reasoning, where the response contains reasoning that is not truthful (wrong calculation, wrong geometric

4) incorrect knowledge, where the response contains factual knowledge that is incorrect, i.e., the function some tool,

1) Identify what error is most likely to occur given the image and the question.
2) Moditfy the correct answer, such that the modified answer is reasonable but contains the error.

< think>thinking process of what error is appropriate to add</think>

<error detail>details of the added error</error detail >
<modified answer>modifed answer</modified answer>

Here are some examples, where the images are represented using captions:

Table 1: Prompt for generating negative responses based on seed datasets.

lection:

Selection = Jypswer(0(Z, R), T) = <boxed> {£*}
@)
where ¢* € L is the predicted best response label.

The reasoning-enhanced multiple-choice formulation
offers several key benefits: (1) it enables rule-based re-
inforcement learning by constraining the output space
to discrete choices, simplifying both reward assign-
ment and policy optimization; (2) evaluation becomes
straightforward, as correctness reduces to exact label
matching, eliminating the need for subjective scoring via
an auxiliary reward model; and (3) it naturally encour-
ages structured reasoning, as the model must perform
comparative analysis across candidates before making a
selection. Additionally, the generated reasoning traces
can lead to more informed and accurate judgments.

4 Response Candidate Construction

A critical challenge in training MR. Judge is obtain-
ing high-quality candidate responses with reliable best-
answer annotations. While one could employ external
state-of-the-art MLLMs for scoring and annotation (Li
et al., 2023b), this approach faces two limitations: lim-
ited accessibility to such models, and potential unrelia-
bility in their evaluations.

Reverse Response Candidates Synthesis We ad-
dress the challenge of generating labeled response sets
through a self-annotation strategy that repurposes exist-
ing supervised fine-tuning (SFT) data. Our approach

operates in reverse: the original annotated responses
from the SFT dataset are treated as the reference “best”
candidates, while negative candidates are synthesized by
prompting the MLLM to introduce carefully designed er-
rors. These alternatives remain contextually relevant but
contain subtle flaws, making them plausible yet subopti-
mal. An example prompt used to generate such negative
responses is shown in Table 1. A natural concern is
the quality of the original SFT annotations. Crucially,
our method does not assume the reference responses are
perfect. The only requirement is that the synthesized
negatives be of relatively lower quality than the refer-
ence. This aligns seamlessly with our multiple-choice
formulation, where relative ranking among candidates
is sufficient and absolute correctness is unnecessary. As
a result, the framework is robust to imperfections in
the original data while still supporting effective training
through contrastive supervision.

Multiple-Choice Formatting After obtaining the can-
didate responses, we use a template to format the input
image, input text query and candidate responses in to a
multiple choice problem. The template is shown in Ta-
ble 6. Specifically, in the prompt, we specify the criteria
for evaluating the responses. We consider three aspects
for ranking: 1) harmfulness, which reflects whether
the response aligns with human value, and does not
contain malicious contents; 2) accuracy: whether the
responses contains any hallucination, and present cor-
rect attributes; 3) detailedness: the response with more
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details should be preferred. The importance weighting
when comparing the responses is: harmfulness > ac-
curacy > detailedness. This criteria is specified and
designed based on the conventional way of comparing
responses. Customization can be made to adapt to new
scenarios.

Variable Number of Candidates When construct-
ing multiple-choice questions, we vary the number of
candidate responses from 2 to 4. Allowing a flexible
number of candidates enables the judge to evaluate more
than two responses simultaneously during inference, im-
proving efficiency. Moreover, training the judge with
varying numbers of options (e.g., mixing 2-choice and
4-choice questions within the same batch) helps prevent
overfitting to a fixed candidate count and enhances the
model’s generalization and robustness across different
application settings.

Candidate Order Shuffling We randomize both the
order of candidate responses and the label assigned to
the best response (e.g., rotating the "A/B/C/D" desig-
nations) to prevent the judge from learning positional
or label-based shortcuts. Empirical results demonstrate
that this shuffling is essential for ensuring robust and
unbiased performance.

5 Improving MLLM Judge with
Reinforcement Learning

Inspired by recent works on improving reasoning capa-
bilities of LLMs via reinforcement learning, we adopt a
similar approach to strengthen the ability of MR. Judge.
The composite reward is a weighted combination of
format reward and accuracy reward. The former encour-
ages the judge to output the contents in our specified
format, which facilitates extraction of reasoning pro-
cess and final selection. The latter encourages the judge
to select the right response. Formally, the two reward
components can be defined as follows:

1.0
Rformal = . . .
0.0 if formatting errors exist

if all the tags are correctly formatted

3
1.0 if¢* = ¢&

R = 4

aceuracy {0.0 otherwise @)

The total reward is computed as:
Riotal = (1 - 04) : Raccuracy + o - Riormat (5)

« is the weighting term for format reward, which we set
0.1 in our experiments. The overall training objective
becomes:

0* = arg max Ezr) [Rioa(Jo(Z,R))] (6)

We employ Group Relative Policy Optimization
(GRPO) (Shao et al., 2024) as our optimization algo-
rithm, favoring it over PPO due to its enhanced stability
and reduced computational demands. GRPO eliminates
the need for a separate value function (critic) by utiliz-
ing group-based advantage estimation, where multiple

responses are generated for each prompt, and their re-
wards are normalized to compute advantages. This ap-
proach not only simplifies the training process but also
significantly reduces memory usage and computational
overhead.

6 Waking MR. Judge’s Long-thought
Reasoning

While direct reinforcement learning (RL) application to
MLLMs can already improve performance, we observe
limited emergence of complex reasoning behaviors such
as re-evaluation. We hypothesize that this stems from
MLLMs’ thorough supervised fine-tuning (SFT) stage,
which enhances output structure but reduces diversity,
consequently restricting exploration during RL. To ad-
dress this, we first revive the MLLM’s exploration capa-
bility via supervised fine-tuning using data containing
extended reasoning traces generated by text-based rea-
soning models.

6.1 Extract Reasoning Ability from Text-based
Reasoner

Our SFT dataset is synthesized based on the previously
generated MC-questions (described in Section 4) by en-
riching the response with detailed reasoning and reflec-
tion. However, the current SOTA MLLMs are not able
to produce reliable complex reasoning traces. Therefore,
we turn to text-based reasoning models, and conduct the
following phases to distill their reasoning capability:

Modality Bridging via Image Description For each
image, we generate a detailed textual description using
an MLLM, which serves as a bridge to effectively trans-
late visual information into a language format. This
allows text-only models such as DeepSeek-R1 to reason
about and evaluate visual content without direct access
to the image itself.

Reasoning Trace Generation with Hinted Prompt-
ing We employ a text-based reasoning model—e.g.,
DeepSeek-R1-distilled Qwen—to generate reasoning
traces that justify the selection of the best response.
Since image descriptions alone may occasionally lack
sufficient detail for reliable decision-making, we include
a subtle hint indicating the correct answer to guide the
generation of reasoning traces. The LLM is prompted
to reason as if making the evaluation independently.

Hint Reference Removal and Style Alignment Post-
generation analysis revealed that hint references (e.g.,
“as the hint suggests...") may still exist despite explicit
instructions to avoid them. In addition, since image
descriptions are used to represent images when creating
reasoning traces, the reasoning model usually refers to
the images using phrases like “as stated in the image
description”". We therefore implement an LLM-based
cleaning process to: (1) remove all hint references, and
(2) convert “image description” terminology to direct
“image" references, ensuring no information is leaked
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Table 2: Results on VL-RewardBench (Li et al., 2024b). We report accuracies for all subcategories of the benchmark.
Overall Accuracy is the point-wise average accuracy of all questions and answer pairs. Macro Accuracy is the
average taken over three subcategories. We observe that our MR. Judge variants achieve strong performances across

all subcategories, and even rival with proprietary models.

Models | General Hallucination Reasoning | Overall Accuracy Macro Accuracy
Open-Source Models
LLaVA-OneVision-7B-ov 32.2 20.1 57.1 29.6 36.5
InternVL2-8B 35.6 41.1 59.0 44.5 45.2
Phi-3.5 Vision 28.0 224 56.6 28.2 35.7
Qwen2-VL-7B 31.6 19.1 51.1 29.3 339
Qwen2-VL-72B 38.1 32.8 58.0 39.5 43.0
Llama-3.2-11B 333 38.4 60.8 429 43.7
Llama-3.2-90B 42.6 57.3 61.7 56.2 53.9
Molmo-7B 31.1 19.4 55.7 31.7 35.2
Molmo-72B 339 423 54.9 441 43.7
Pixtral-12B 28.5 259 59.4 35.8 38.0
NVLM-D-72B 38.9 31.6 62.0 40.1 441
Qwen2.5-VL-3B 34.9 30.3 29.9 30.9 31.7
Qwen2.5-VL-7B 37.2 48.2 51.9 475 45.7
Qwen2.5-VL-32B v43.7 62.9 47.5 58.8 55.1
Qwen2.5-VL-72B 44.8 60.7 60.1 59.0 55.9
Proprietary Models
Claude-3.5 Sonnet (2024-06-22) 43.4 50.5 62.3 55.3 53.6
GPT-40-mini (2024-07-18) 41.7 34.5 58.2 41.5 44.8
GPT-40 (2024-08-06) 49.1 67.6 70.5 65.8 62.4
Judge Models

LLaVA-Critic-7B 47.7 45.5 58.7 49.6 50.6
CAREVL-Qwen2VL-7B - - 56.3 67.8 -
CAREVL-OneVision-7B - - 61.4 68.7 -
CAREVL-LLaMA-11B - - 60.8 70.7 -
XC-2.5-Reward - - 62.9 65.8 -
MR. Judge-3B-SFT 59.6 78.9 52.8 69.4 63.8
MR. Judge-3B-Zero-RL 66.1 78.8 52.5 70.2 65.8
MR. Judge-3B-SFT-RL 65.0 81.6 54.1 72.2 66.9
MR. Judge-7B-SFT 55.2 79.8 56.6 70.3 68.9
MR. Judge-7B-Zero-RL 60.2 82.5 56.6 72.7 66.4
MR. Judge-7B-SFT-RL 68.7 83.2 61.4 75.5 71.1

during training, and the output format is consistent with
the target MLLM judge’s expected style.

6.2 Truncated Reward Assignment

After the warm-up stage using our curated long-form
reasoning data, we observe an intriguing phenomenon:
although the average response length increases signifi-
cantly following supervised fine-tuning (SFT), contin-
ued reinforcement learning (RL) of the judge MLLM
yields only marginal performance improvements. Ana-
lyzing the validation reward curves for both R,ccuracy and
Riormat, we find that while the former improves steadily,
the latter plateaus or even deteriorates after several RL
steps (as illustrated in Figure 4). To better understand
this behavior, we examine responses that receive a score
of zero for Rformae and identify two predominant failure
modes: (1) repeated outputs and (2) excessively long
or never-ending reasoning. We hypothesize that these

issues stem from the MLLM’s limited exposure to long-
form responses during its pretraining phase. To mitigate
this, we propose incorporating a length constraint into
the reward formulation in Equation 5, which becomes
the following:

if length(response) > L

0,
Rioral = .
(1 — @) - Raccuracy + @ - Rformat,  Otherwise
(N
where L is the max length of the response. We em-
pirically find that setting the maximum length to 1024
achieves the best performance. After applying this re-
vised reward assignment, we observe that the validation

reward successfully increases with additional RL steps.

7 Experiments

In this section, we demonstrate the effectiveness of
MR. Judge trained with our MR-Judge-8K and training

20198



pipeline.

Evaluation Benchmarks For evaluation, we mainly
adopt VL-RewardBench (Li et al., 2024b), which of-
fers a broad evaluation framework aimed at assessing
diverse multimodal queries. We re-formulate the sam-
ples into MC questions with 2 candidate responses, and
exact match is used to identify whether the judgement
is correct. We report the accuracies for this benchmark.
For inference time scaling experiment, we select MM-
Vet (Yu et al., 2023) and LLaVA-Bench (Liu et al., 2023)
as our task benchmark, which covers diverse real world
scenarios and the responses are freeform. The evalu-
ation is performed by GPT4V with reference ground
truth responses.

Baselines We compare MR. Judge with a wide array
models. Specifically, we compare with open-source
MLLMs including LLaVA-OneVision (Li et al., 2024a),
InterVL (Chen et al., 2024c¢), Phi-3.5VL (Abdin et al.,
2024), Qwen2VL (Bai et al., 2023), LLama3.2 (Tou-
vron et al., 2023), Molmo (Deitke et al., 2024), Pix-
tral (Agrawal et al., 2024) and NVLM (Dai et al., 2024).
We also compare with proprietary models including
Claude-3.5 (The) and GPT40 (OpenAl et al., 2024a).
The results are derived from VL-RewardBench (Li et al.,
2024b). We also compare with specially trained MLLM
judges, including LLaVA-Critic (Xiong et al., 2024),
CAREVL (Dai et al., 2025) and XC-2.5-Reward (Zang
et al., 2025). Note that since the results reported by (Dai
et al., 2025) (Zang et al., 2025) are calculated by an out-
dated version of the script, where parts of the “General"
and “Hallucination" are mixed up, we only report their
“Reasoning" and “Overall Accuracy" results.

Training Data Sources We curate MR-Judge-8K us-
ing approximately 100,000 multimodal SFT samples
collected from diverse sources, including Allava (Zhang
et al., 2024), AI2D (for Al 2019), Chart2Text (Kan-
tharaj et al., 2022), ChartQA (Masry et al., 2022),
CLEVR (Johnson et al., 2017), CLEVR-Math (Abra-
ham and Lindstrom, 2022), diagram-i2t (Unknown,
2023a), DVQA (Kafle et al., 2018), FigureQA (Kahou
et al., 2018), Geol170k (Gao et al., 2023a), Geo3K (Un-
known, 2023b), Geos (GEOS contributors, 2024), Sci-
enceQA (Lu et al., 2022), and TextOCR (Singh et al.,
2021). For each seed sample, we generate four negative
candidate responses and apply our proposed negative
sampling strategy. After post-processing and cleaning,
the dataset is split into two subsets: 31,703 samples for
SFT and 52,080 for RL. Long-form reasoning traces are
then created for the SFT subset.

Implementation Details We adopt Qwen2.5VL (Bai
et al., 2023) models with both 3B and 7B parameters
as our base MLLM. For warm up SFT, we use adopt
learning rate 1 x 107> to conduct finetuning. We use
AdamW optimizer with cosine learning rate schedule.
For RL, we use 512 as roll out batch size, training batch
size is set to 128. Temperature is set to 1.0 during roll

out, and the number of generated responses for each
question is set to 5.

7.1 Evaluation on VL-RewardBench

In Table 2, we demonstrate the effectiveness of our
MLLM judge using VL-RewardBench (Li et al., 2024b).
The results of the baseline MLLMs are derived from
the original papers. We observe that our MLLM judge
initialized from small MLLMs can rival with larger
MLLMs, and even proprietary MLLMs on this bench-
marks. In addition, we observe that even though the
judge model directly tuned with RL already achieves
considerable performance gain, conducting the warm
up stage by distilling from reasoning LLMs still achieve
considerable performance boost.

Inference-Time Scaling (1-shot to 16-shot)
InternVL2-0.5b InternVL2-7b
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Figure 3: Inference time scaling on LLaVA-Bench.

7.2 Inference-time Scaling for MLLMs

We demonstrate the effectiveness of MR. Judge in en-
hancing MLLM performance via inference-time scaling,
evaluated on two diverse free-form VQA benchmarks:
MM-Vet (Yu et al., 2023) and LLaVA-Bench (Liu et al.,
2023). As shown in Table 3, we generate four diverse
responses per question on MM-Vet using a temperature
of 0.9, convert them into a multiple-choice format, and
use MR. Judge-7B to select the best answer. Results
consistently show improved performance across model
families and question types, highlighting MR. Judge’s
effectiveness in candidate selection. Figure 3 shows
performance on LLaVA-Bench improves as more re-
sponses are sampled. Responses are recursively paired,
reformulated into binary multiple-choice questions, and
evaluated by MR. Judge-7B until a final answer is cho-
sen. This confirms that inference-time scaling with MR.
Judge leads to steady performance gains.

7.3 Improving MR. Judge via Majority Voting

Thanks to the generative nature of MR. Judge, its per-
formance can be further enhanced by increasing the
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Table 3: Results on MM-Vet (Yu et al., 2023) for MLLM inference-time scaling. We infer the task model 4 times for
each question, and use MR. Judge-7B to select the most promising response. We observe substantial performance
gains across all sub tasks. Interestingly, weaker task MLLMs typically achieve more gain after applying MR. Judge.

Model \ Recognition OCR Knowledge Generation  Spatial Math \ Total
OneVision-0.5B 479 55.5 34.6 38.9 49.3 419 50.6
OneVision-0.5B+MR. Judge 513134 62.01 65 37.31 27 42,3134 56.1T6:8 5541135 | 545139
OneVision-7B 47.9 55.9 34.8 39.4 49.7 423 50.8
OneVision-7B+MR. Judge 513134 622163 373125 423129 561164 5541131 | 54 6738
InterVL-2B 48.5 56.0 32.7 355 50.7 50.0 523
InterVL-2B+MR. Judge 559174 659199 414787 44,61 91 61.67109 6087108 | 60T 77
InterVL-8B 49.5 60.8 333 36.4 60.5 53.8 53.9
InterVL-8B+MR. Judge 53.714:2 66.87 60 43 51 10.2 4771113 62.71 22 53.8T0 | 585146
Qwen2.5-3B 48.2 57.0 33.6 35.0 51.9 50.0 52.6
Qwen2.5-3B+MR. Judge 554172 65.71 87 407771 437187 615796 60.8710-8 | 596770
Qwen2.5-7B 62.1 68.5 54.3 57.2 62.4 58.1 64.0
Qwen2.5-7B+MR. Judge 65.01 2:9 72.61 41 57.4131 60.413-2 67.9T55 7311150 | 678138

Table 4: Majority voting improves MR. Judge. We infer the judge model multiple times, which produces diverse
reasoning traces and judgments, then we perform majority voting to derive the final selection.

Models ‘ General Hallucination Reasoning ‘ Overall Accuracy Macro Average Accuracy
MR. Judge-3B-SFT-RL 65.0 81.6 54.1 72.2 66.9

@5-shot 71.016:0 84.31 27 57.8137 75.61 34 711142
@10-shot TR T 85.21 3.6 57.61 35 76.314-1 71.81 49

MR. Judge-7B-SFT-RL 68.7 83.2 61.4 75.5 71.1

@5-shot 69.21 0-5 84.81 1.6 63.47 20 771716 725114
@10-shot 703116 87.514:3 652138 79.51 40 743132

number of inference passes. This improvement occurs
not only because repeated inference allows MLLMs to
generate more diverse candidate responses from which
the best can be selected, but also because MR. Judge
itself becomes more reliable when allowed to sample
multiple times and apply majority voting over its own
predictions. This dual benefit highlights the scalability
of MR. Judge under increased compute budgets. As
demonstrated in Table 4, we observe a significant per-
formance gain on VL-RewardBench when increasing
the number of inference samples. For this experiment,
we set the temperature of the judge model to 0.9 to en-
courage diverse generations, which in turn enriches the
voting pool and improves overall decision quality.

Format Reward Accuracy Reward

Format Reward
Accuracy Reward

—— RL
—e— with Trunc Reward

—— RL
—e— with Trunc Reward

w By E3 @
Steps Steps

Figure 4: The validation reward curves of original RL
and RL with truncated reward assignment.

7.4 Impact of Truncated Reward Assignment

We demonstrate the curves of accuracy reward and vali-
dation reward calculated on the validation set in Figure 4.
We observe that for the original RL reward assignment,
the format reward deteriorates after a few steps of op-
timization. This is because during RL, the reward as-
signment often favors longer responses, which leads the
judge model to generating longer and longer responses.
However, during the pre-training stage of the original
MLLM, the long context pretraining data only takes up
a small proportion, which makes the MLLMs less adept
at handling excessively long responses. After applying
the truncated reward assignment, both the format reward
and the accuracy reward begin to steadily climb.

Latency, Resource Consumption, and Token Counts.
We evaluated average token usage, GPU consumption,
and inference latency on VL-RewardBench. Results
show that our compact MR. Judge achieves signifi-
cantly higher performance than much larger baselines.
Notably, latency and GPU consumption do not necessar-
ily increase with larger baseline models (e.g., Qwen-2.5-
VL-32B/72B), demonstrating that efficiency depends
on model design rather than sheer scale. Furthermore,
since judgment quality is often more critical than raw
inference speed, inference can be distributed or per-
formed offline in practical applications. Nevertheless,
improving efficiency remains a valuable ongoing re-
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Models Average Token Number GPU Latency (s) for 1250 items Performance
Qwen-2.5-VL-3B 158.95 1 337 30.9
Qwen-2.5-VL-7B 254.88 1 602 47.5
Qwen-2.5-VL-32B 262.34 2 1498 58.8
Qwen-2.5-VL-72B 263.66 4 2688 59.0
MR. Judge-3B 445 .47 1 945 72.2
MR. Judge-7B 466.28 1 1078 75.5

Table 5: Latency, token usage, and performance comparison. MR. Judge delivers superior accuracy despite smaller

size, with manageable resource consumption.

search direction.

8 Conclusion

We propose MR. Judge, a reasoning-centric frame-
work that empowers general-purpose MLLM judges
to deliver more accurate and interpretable evaluations.
By reformulating judgment as a multiple-choice prob-
lem grounded in deliberate reasoning, and by introduc-
ing scalable strategies for data synthesis—including
response candidate generation and reasoning distilla-
tion—our method equips MLLMs with enhanced eval-
uative capabilities. Extensive experiments validate the
effectiveness of MR. Judge, with significant improve-
ments over strong baselines such as GPT-40 on VL-
RewardBench and consistent gains on MM- Vet through
inference-time scaling. We hope this work provides
insights for future research into more advanced and
powerful MLLM judges, encouraging the community
to explore richer reasoning strategies, more robust su-
pervision signals, and principled evaluation protocols
for aligning model judgments with human preferences.

9 Limitation

Despite the impressive performance of MR. Judge, it
requires generating a lengthy chain of reasoning before
producing a final judgment. While this reasoning trace
offers valuable benefits—such as improved interpretabil-
ity and reduced vulnerability to reward hacking—it also
increases evaluation time. This, in turn, raises the com-
putational cost for both RLHF training and inference-
time scaling. As a promising direction for future work,
it is worth exploring strategies to shorten the output
length without compromising judgment quality.
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MC Question Template

You are an expert in ranking responses to questions related to images. You will be provided with an image, a
question related to the image, and a list of candidate responses.

You need to consider the following criteria when comparing the responses:

harmfulness: the responses can not contain harmful (malicious) contents, such as physical harm or discrimination.
accuracy: the responses should be accurate, e.g., not containing hallucination, and present correct attributes.
detailedness: the response with more details should be preferred.

Note that the importance weighting when comparing the responses is: harmfulness > accuracy > detailedness. If
one response is harmful and the other is not, the unharmful one is always preferred. If both responses are unharmful,
the one that is more accurate (containing less errors) is always preferred. If both responses are unharmful and

accurate, the more detailed one is preferred.
Image: {image}

Question: {question}

Response A: {First response }

Response B: {Second response}

A/B/C/D MUST BE put in boxed{ }.

Which response is better? You FIRST think about the reasoning process as an internal monologue and then provide
the final answer. The reasoning process MUST BE enclosed within <think> </think> tags. The final answer

Table 6: The template for constructing MC questions.

Zhenyu Zhang et al. 2024. Allava:  Harness-
ing gptdv-synthesized data for lite vision-language
model.
11684. Accessed: 2025-05-08.

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan
Zhuang, Zhanghao Wu, Yonghao Zhuang, Zi Lin,
Zhuohan Li, Dacheng Li, Eric P. Xing, Hao Zhang,
Joseph E. Gonzalez, and Ion Stoica. 2023. Judging
llm-as-a-judge with mt-bench and chatbot arena.

Deyao Zhu, Jun Chen, Xiaoqgian Shen, Xiang Li, and
Mohamed Elhoseiny. 2023. Minigpt-4: Enhancing
vision-language understanding with advanced large
language models.

A Additional Implementation Details

Multiple Choice QA Formulation To generate nega-
tive responses, we leverage Qwen2.5-VL-32B (Bai et al.,
2023). The temperature is set to 0.9 during generation
to promote diverse error injections. For each sample,
we use the MLLM to generate 4 negative candidate re-
sponses. Then, we leverage the template demonstrated
in Table 6 to construct them in to MC questions.

Long Thought Reasoning Generation To create the
image descriptions, we use Qwen2.5-VL-32B (Bai et al.,
2023) with the prompt “Please describe the image in
detail". To distill the long thought reasoning traces, we
adopt DeepSeek-R1-distilled-Qwen2.5-32B (DeepSeek-
Al et al., 2025). The prompt used in this stage is demon-
strated in Table 7. To remove hints from the generated
reasoning traces and perform style alignment, we adopt
Qwen?2.5-14B-Instruct. The prompts are shown in Ta-
ble 8 and Table 9.

https://arxiv.org/abs/2402.

B Examples of Synthesized Negative
Responses

To synthesize negative responses and construct multiple
choice QAs, we cover a diverse set of seed datasets. We
sample a few examples to demonstrate in Figure 10, 11,
12, 13, 14. The generated negative responses contain
subtle yet plausible errors, which are challenging for the
MLLM judge to distinguish.

C Prompts Used for Various Stages of
Data Synthesis

Table 6 presents the template used to formulate the ques-
tion, image, and candidate responses into a multiple-
choice (MC) format. Table 7 shows the prompt designed
to extract reasoning traces from text-based reasoning
LLMs. Table 8 provides the prompt used to remove
references to provided hints. Finally, Table 9 illustrates
the prompt employed to transfer image description ref-
erences into image-grounded expressions.

D Example Outputs from MR. Judge

In Table 16 through 19, we present example outputs
from MR. Judge on VLRewardBench (Li et al., 2024b).
In many cases, MR. Judge successfully identifies sub-
tle differences between candidate responses and makes
accurate judgments.

However, we also observe failure cases. For instance,
as shown in Figure 20, the model produces an incorrect
intermediate reasoning trace—it overlooks a hidden per-
son behind the individual on the right. Nevertheless, it
still reaches the correct final judgment by identifying
the actual error in the losing response. In Figure 21,
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Reasoning Trace Generation

You are an expert in ranking responses to questions related to images. You will be provided with a description of the
image, a question related to the image, and a list of candidate responses.

You need to consider the following criteria when comparing the responses:

harmfulness: the responses can not contain harmful (malicious) contents, such as physical harm or discrimination.
accuracy: the responses should be accurate, e.g., not containing hallucination, and present correct attributes.
detailedness: the response with more details should be preferred.

Note that the importance weighting when comparing the responses is: harmfulness > accuracy > detailedness. If
one response is harmful and the other is not, the unharmful one is always preferred. If both responses are unharmful,
the one that is more accurate (containing less errors) is always preferred. If both responses are unharmful and
accurate, the more detailed one is preferred.

Image description: {image description}

Question: {question}

Response A: {First response }

Response B: {Second response}

Which response is better? You FIRST think about the reasoning process as an internal monologue and then provide
the final answer. The reasoning process MUST BE enclosed within <think> </think> tags. The final answer
A/B/C/D MUST BE put in boxed{ }.

Hint: answer {Ground Truth} is correct. Pretend you do not know it and reason by yourself! Do not mention the
hint!

Table 7: Prompt for generating reasoning traces from text reasoning LLMs.

Hint Removal

Chain of Thought: {reasoning chain}

The provided chain of thought may contain references to the provided hints:

e.g., However, the hint suggests that B is correct, which makes me reconsider ..

You should modify this to something like:

Wait, there seems to be something wrong, let’s reconsider.

Revise the provided Chain of Thought (CoT) that selects a better response to follow these guidelines:

1. Hint Reference Removal: Remove all references to the provided hints, and pretend as if you the thinking is
conducted independently.

2. Keep the format <think></think> and boxed{ }

Table 8: Prompt for removing references of hints from the reasoning traces.

Style Alignment

Chain of Thought: {reasoning chain}

Revise the provided Chain of Thought (CoT) that selects a better response to follow these guidelines:

1. Style Shift: Convert all references to image description-based reasoning into direct image-based reasoning. For
example: Replace phrases like “based on the description” “based on the caption” with “the image shows” or “as
seen in the image”.

2. Keep the format <think></think> and boxed{ }

Table 9: Prompt for style alignment, which changes references of “image description” to “image".

MR. Judge fails to reach the correct conclusion because K Clarification of Use of Al
it does not recognize that the image contains two rings
with engravings on the outside. These examples high-
light that MR. Judge remains vulnerable to errors when
faced with visually complex or ambiguous content, in-

dicating opportunities for future improvement. . -
8 oPP P We have leveraged LLMs to assist paper writing by

modifying our draft.
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F License

Similar to the seed datasets that we use, we follow-
ing Apache License 2.0 for our curated datasets. The
Apache License 2.0 is a permissive open-source soft-
ware license created by the Apache Software Foundation
(ASF). It allows users to freely use, modity, distribute,
and sublicense the licensed software while requiring
preservation of copyright notices and disclaimers.
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Negative Candidate Response

Normal arch High arch Flat arch

Question: Here is a diagram figure extracted from some Grade 1 - 6 science books. Please first describe the content
of this figure in detail, including how the knowledge visually displayed in the diagram. Then start with a section title
"related knowledge:", briefly and concisely highlight the related domain knowledge and theories that underly this
diagram. Note that you do not need to provide much detail. Simply cover the most important concepts.

Original Response: The figure shows three pairs of shoe sole imprints, each representing a different wear
pattern that corresponds to a type of foot pronation. The first pair on the left is labeled "Neutral Pronation," and the
wear pattern is evenly distributed across the sole. The middle pair is labeled "Overpronation," and the wear pattern is
concentrated on the inner side of the sole, indicating that the foot rolls inward excessively when walking or running. The
last pair on the right is labeled "Supination (Under-pronation)," and the wear pattern is focused on the outer side of the
sole, suggesting that the foot does not roll inward enough. Related Knowledge:- Pronation refers to the natural inward
roll of the foot during walking or running.- Overpronation is when the foot rolls inward too much, which can lead to
injuries and strain on the muscles and ligaments.- Supination, also known as under-pronation, is when the foot does not
roll inward enough, which can result in insufficient shock absorption and increased pressure on the outer side of the foot.-
Understanding pronation and wear patterns can help in selecting the appropriate footwear for individuals to prevent
injuries and provide proper support.

Output from MR. Judge:

Negative Response: The figure shows three pairs of shoe sole imprints, each representing a different wear
pattern that corresponds to a type of foot pronation. The first pair on the left is labeled "Neutral Pronation,"
and the wear pattern is evenly distributed across the sole. The middle pair is labeled "Overpronation," and the
wear pattern is focused on the outer side of the sole, indicating that the foot does not roll inward enough when
walking or running. The last pair on the right is labeled "Supination (Under-pronation)," and the wear pattern is
concentrated on the inner side of the sole, suggesting that the foot rolls inward excessively. Related Knowledge:-
Pronation refers to the natural inward roll of the foot during walking or running.- Overpronation is when the
foot does not roll inward enough, which can lead to improper shock absorption and increased pressure on the
outer side of the foot.- Supination, also known as under-pronation, is when the foot rolls inward too much, which
can result in strain on the muscles and ligaments due to excessive inward motion.- Understanding pronation and
wear patterns can help in selecting the appropriate footwear for individuals to prevent injuries and provide proper support.,

Error Type: hallucination
Error Detail: This error involves misinterpreting the wear patterns for "Overpronation" and "Supination,”

swapping their descriptions. The modification will make the response inconsistent with the actual wear patterns shown
in the image.

Table 10: Negative Candidate Response
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Negative Candidate Response

Question: Please answer the question and provide the final
answer at the end. Question: Subtract all green balls. How many
green cylinders are left?

Response A: The answer is 1

Negative Response: After examining the image, I ob-
serve multiple green cylinders. After subtracting all the green
balls, the total number of green cylinders left is 2.

Error Type: hallucination,

Error Detail: In the image, there is only one green
cylinder, and no green balls. However, the modified answer
will incorrectly assume the existence of more than one green
cylinder, introducing a hallucinated object.

Table 11: Negative Candidate Response

Negative Candidate Response

Question: What’s the sum of boomers
Response A: The answer is 35%.

Negative Response: The pie chart shows the following
percentages for the boomer categories:

- Younger Boomers: 22%

- Older Boomers: 15%

Adding these gives:

22% + 15% =37

Therefore, the sum of the boomers is 37.

Error Type: hallucination,
Error Detail: This error introduces a false percentage

value for one of the boomer categories, resulting in an incorrect
sum.

Makeup of Adult Internet Population by
Generation

Gen Y: 30%
Gen X: 28%

GI Gen: 4%
Silent Gen: 7%

3 + 229
Yorwger Boomiecs] 2% Older Boomers: 13%

Note: Does not include teens.

@ Pew Internet

Table 12: Negative Candidate Response

Negative Candidate Response

Question: What is the difference between the highest and lowest green

bar?
Response A: The answer is 52.

Negative Response:
lowest green bars is 36.

Error Type: hallucination,

Error Detail: misinterpreting the value of the lowest green bar

(27%) as 43%.

Large racial differences on perceptions
of deadly black-police encounters
among police, the public
% saying the deaths of blacks during encounters with
police in recentyearsare...

wisolated incidents ®Signs of a broader problem
Among whites

The difference between the highest and —— «

Among blacks
Officers

Public

PEW RESEARCH CENTER

Table 13: Negative Candidate Response
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Negative Candidate Response

Question: First perform reasoning, then finally select the
question from the choices in the following format: Answer: Xxx. XBB%:;% k/
In the given scenario, during a walk, Xiao Fang and her dad’s
heights are 1.2 meters and 1.8 meters, respectively. If her dad’s

shadow on the ground is 2.1 meters long, what is the length of

Xiao Fang’s shadow? 3
Choices:
A:1.2m g

B: 1.4m

C: 1.6m

D: 1.8m,

is h meters, since the height of an object is proportional to its
shadow length at the same moment, we have the equation: frac 2.1m
1.82.1=frac 1.2h. Solving this equation, we find that h=1.4.

Therefore, the correct option is B. Answer:B

Original Response: Given that the length of Xiaofang’s shadow k

Negative Response: Given that the length of Xiao Fang’s shadow is h meters, since the height of an object is
proportional to the difference in height between two objects and their respective shadows at the same moment,
we have the equation: =512 = L2 The closest reasonable choice given this flawed logic would be D: 1.8
meters, even though this is still not correct according to proper reasoning. Therefore, the answer is D.

Error Type: Incorrect reasoning,

Error Detail: This answer incorrectly calculates the shadow length by assuming proportionality based on the
height difference instead of the actual heights of Xiao Fang and her father.

Table 14: Negative Candidate Response

Negative Candidate Response

Question: First perform reasoning, then finally select the C'

question from the choices in the following format: Answer: Xxx.

What is the measure of angle C in the given figure, where AB is

the diameter of circle O, C is a point on circle O (other than A

and B), and angle BOD measures 44.0 degrees?

Choices:

A: 44 degrees

B: 22 degrees ,:{ O B
C: 46 degrees

D: 36 degrees

Original Response: According to the information given, angle
BOD is 44 degrees. Therefore, angle C, which is half of angle
BOD, is equal to 22 degrees. Hence, the answer is B.
Answer:B

Negative Response: According to the information given, angle BOD is 44 degrees. Therefore, angle C, which is
equal to angle BOD, is 44 degrees. Hence, the answer is A.

Error Type: Incorrect reasoning,
Error Detail: Instead of recognizing that the inscribed angle C is half the central angle BOD, the

modified answer will incorrectly assume that the inscribed angle is equal to the central angle, leading to an
inaccurate result.

Table 15: Negative Candidate Response
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Example Output from MR. Judge with correct reasoning trace and judgment

Question: Describe the image in detail.

Response A: The image showcases a lively scene of a couple
of kids playing soccer on a field. They are kicking a sports ball
around while several people, including young men and other
onlookers, are watching and enjoying the game. The spectators
are spread throughout the scene, with some standing in different
spots around the grassy area. There are also numerous chairs
set up in the vicinity, possibly for the audience to take a rest
or gather at a later time. Furthermore, various personal items,
such as backpacks and a handbag, can be observed near the
chairs. Additionally, a few cars and an umbrella are present in
the background, hinting at an outdoor, casual setting for this
friendly soccer match.

Response B: The image showcases a lively scene of a couple of kids playing soccer on a field. They are kicking a sports
ball around while several people, including young men and other onlookers, are watching and enjoying the game. The
spectators are spread throughout the scene, with some standing in different spots around the grassy area. There are also
numerous chairs set up in the vicinity, possibly for the audience to take a rest or gather at a later time. Moreover, the
soccer goalposts stand tall, ready for the players to score. Additionally, the grassy terrain adds to the natural charm of the
setting, making it an ideal place for a friendly soccer match.

Output from MR. Judge:

<think> Okay, so I need to figure out which response, A or B, is better based on the given criteria: harmfulness,
accuracy, and detailedness. Let me start by understanding the image and the responses.

The image shows a children’s soccer match with two main players in blue and red jerseys. There are spectators, some
seated and others standing, with a mix of adults and children. The setting is outdoors with tents, cars, and a casual
atmosphere. The foreground features the two players competing for the ball, mid-motion, while the background includes
spectators, cars, and other details.

Looking at Response A: It describes a lively scene with kids playing soccer, spectators watching, chairs, personal items,
backpacks, handbags, and mentions cars and an umbrella in the background. It seems to capture the main elements but
might be a bit vague.

Response B adds more details like soccer goalposts and the grassy terrain. However, as seen in the image, there are no
goalposts mentioned. The image shows trees and a red car, but not goalposts. So Response B might be adding something
that’s not there, which could be inaccurate.

Now, checking for harmfulness: Both responses are neutral and don’t contain any harmful content. So they’re both safe.
Next, accuracy: Response A sticks to what’s seen in the image spectators, chairs, personal items, and background
elements like cars and an umbrella. Response B adds goalposts, which aren’t mentioned in the image. So Response B
might be less accurate because it includes details not present.

Detailedness: Response B is more detailed, but since it includes incorrect elements, it’s not better. Response A is accurate
and detailed enough without adding extra info.

So, considering the criteria, Response A is better because it’s accurate and meets the detailedness without adding harmful
or incorrect details. </think>

The better response is A because it accurately describes the image without adding incorrect details, adhering to the
criteria of harmfulness, accuracy, and detailedness.

boxed{A}

Table 16: Visualization of MR. Judge outputs..
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Example Output from MR. Judge with correct reasoning trace and judgment

Question: Describe the image in detail.

Response A: The image features a person wearing a helmet
and riding on a red motorcycle in a parking lot. The rider is
positioned near the center of the scene, alongside various parked
vehicles. A red sports car is visible in the background, slightly to
the right side of the motorcycle. Other cars can be seen scattered
throughout the parking lot, including two trucks. One truck is
located closer to the left side of the motorcycle, while the other
is closer to the right side. All vehicles appear well-organized and
properly parked within the designated spaces. The motorcycle
rider seems to be passing by or maneuvering around the parked
cars.

|

Response B: The image features a person wearing a helmet and riding on a red motorcycle in a parking lot. The rider is
positioned near the center of the scene, alongside various parked vehicles. A red sports car is visible in the background,
slightly to the right side of the motorcycle. Other cars can be seen scattered throughout the parking lot, including two
trucks. One truck is located closer to the left side of the motorcycle, while the other is closer to the right side. All vehicles
appear well-organized and properly parked within the designated spaces. The motorcycle rider seems to be passing by or
maneuvering around the parked cars. A parking sign can be seen in the distance, indicating the designated parking area.

Output from MR. Judge:

<think> Analyzing the image and the responses, the scene depicts a man on a red motorcycle in a parking lot. There is
ared sports car directly behind him, other cars parked around, and a building in the background. The lighting is daytime,
and the foreground is occupied by the motorcycle and rider.

Looking at Response A: It mentions a person in a helmet on a red motorcycle in a parking lot. The rider is near the
center, alongside various parked vehicles. A red sports car is visible in the background, slightly to the right. There are
other cars, including two trucks, one on the left and one on the right. All vehicles are well-organized and parked properly.
The rider is maneuvering around the cars.

Response B is nearly identical to A but adds a parking sign in the distance indicating the designated parking area.
Evaluating based on harmfulness, accuracy, and detailedness:

Harmfulness: Neither response appears harmful. They both describe a calm scene without any negative elements.

2. Accuracy: The motorcycle is red, but the sports car is described as red in both responses, which might be a slight
inaccuracy since it’s not explicitly shown as red in the image. However, this is a minor point. Response B adds a parking
sign, which is not visible in the image, so that’s an inaccuracy.

3. Detailedness: Response B is more detailed with the parking sign, but since that’s not in the image, it’s an extra detail
that’s incorrect. Therefore, it doesn’t add valid information.

Considering the criteria, harmfulness is the same for both. Accuracy-wise, Response A is more accurate because it
doesn’t include the parking sign, which isn’t in the image. Detailedness is less important here because the extra detail in
B is incorrect.

Therefore, Response A is better because it’s more accurate without adding incorrect information. </think>

The better response is A because it is more accurate without adding incorrect details.

boxed{A}

Table 17: Visualization of MR. Judge outputs..
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Example Output from MR. Judge with correct reasoning trace and judgment

Question: what is the disease of the rice leaf, answer only with
the disease name.

Response A: Brown spot.

Response B: The rice leaf in the image appears to be affected by
a disease known as "Green Rust" or "Helminthosporium Blight,"
which is caused by the fungus Pseudocercosporella fijiensis. This
disease can cause significant damage to rice plants.

Output from MR. Judge:

<think> The image shows a rice plant leaf with brown spots and a yellowish-green discoloration. Looking at
the responses:

Response A simply states "Brown spot," which is concise and directly addresses the issue. However, it lacks
detail and does not provide any additional information about the cause or severity of the disease.

Response B provides more information, mentioning specific names like "Green Rust" and "Helminthosporium
Blight," which are technical terms. It also names the causative agent, Pseudocercosporella fijiensis, and describes
the damage these diseases can cause. While this response is more informative, it might be too technical for
someone without a background in plant pathology.

Considering the criteria of accuracy and detailedness, Response B is more accurate and detailed. However,
the question specifically asks for the disease name, and "Brown spot" is a common term used for this type of
condition. Although Response B offers more details, it might be overcomplicating the answer.

Since the question is asking for the disease name, Response A is more appropriate as it directly answers the
question without unnecessary details. Therefore, despite Response B being more detailed, Response A is the
better choice based on the simplicity and directness of the answer. </think>

boxed{A}

Table 18: Visualization of MR. Judge outputs..

Example Output from MR. Judge with correct reasoning trace and judgment

Question: How many giraffes are in the image?

Response A: There are six giraffes in the image, including one
hiding behind the trees on the far left.
Response B: There are five giraffes in the image.

Output from MR. Judge:
<think> Analyzing the image, I can see five distinct giraffes. They are all visible and not hidden by trees.
The giraffes are positioned in front of a wooden fence with metal wiring, and there are some people in the
background. The surroundings include a red-roofed building, a blue-roofed structure, and a white building with
a brown exterior. The ground is dirt, and there are some wooden structures and bags nearby.

Now, examining the responses:

Response A states there are six giraffes, including one hiding behind the trees on the far left. However, the image
does not show any giraffe hiding behind the trees. There are several trees in the background, but no giraffe is
partially obscured or hidden.

Response B claims there are five giraffes, which matches what I observe in the image. All five giraffes are clearly
visible, standing in front of the fence.

Considering the criteria of accuracy, Response A introduces an error by suggesting an additional giraffe that is
not present in the image. Therefore, Response B is more accurate.

In terms of detailedness, Response A provides more detail but includes incorrect information. Response B is
concise and accurate, making it the better choice. </think> The correct answer is Response B, as it accurately
counts the five giraffes without introducing any errors.

boxed{B}

Table 19: Visualization of MR. Judge outputs..
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Example Output from MR. Judge with incorrect reasoning trace, but correct judgment

Question: Describe the image in detail.

Response A: The image depicts a group of people playing soccer
in a park. There are six individuals in the scene, actively en-
gaged in the game, with some spread across the field and others
positioned closer together. The soccer ball is located near the
left side of the field and seems to be the center of their activity.
In addition to the players, there are two benches situated near
the right side of the field, which might be used for resting or
hosting additional teammates when they are not playing. The
park setting provides a great environment for these friends to
come together and participate in outdoor sporting activities.

Response B: The image depicts a group of people playing soccer in a park. There are six individuals in the scene,
actively engaged in the game, with some spread across the field and others positioned closer together. The soccer ball
is located near the left side of the field and seems to be the center of their activity. Water bottles are visible on one of
the benches near the right side of the field, which the players might use for hydration during breaks. The park setting
provides a great environment for these friends to come together and participate in outdoor sporting activities.

Output from MR. Judge:

<think> Considering the criteria of harmfulness, accuracy, and detailedness, let’s analyze the responses:

The image depicts an outdoor soccer game on a dirt field with five players visible. The foreground features a goalkeeper
in white preparing to catch the ball, which is in mid-air. Two players are in the background, one in green and another in
white, possibly a referee. A fourth player in white stands near the center, and a fifth player in white is positioned behind
the goal net. The field is surrounded by fencing, trees, and a bench under a tree. The weather appears overcast, and the
atmosphere is casual.

Response A states there are six individuals, two benches on the right side, and mentions the park setting. However, the
image only shows five players, making this response inaccurate. Additionally, it incorrectly mentions two benches, while
the image only depicts one white structure that could be a bench or part of the goal net. Thus, Response A contains
inaccuracies.

Response B also mentions six individuals and two benches with water bottles. Similar to Response A, the image only
shows five players, indicating an error. Although Response B provides additional detail about water bottles, this detail is
not supported by the image, making it inaccurate as well.

Regarding harmfulness, neither response includes harmful content, so this criterion does not differentiate between them.
Accuracy is crucial, and both responses are inaccurate due to the incorrect number of players and benches. However,
Response B introduces an additional detail (water bottles) that is not present in the image, further reducing its accuracy.
In terms of detailedness, Response B offers more details but at the cost of accuracy. Therefore, despite providing
more information, Response B remains less accurate compared to Response A, which, although less detailed, avoids
introducing unsupported details.

Given these considerations, Response A is more accurate despite being less detailed.

Therefore, the better response is A. </think>

boxed{A}

Table 20: Visualization of MR. Judge outputs..
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Example Output from MR. Judge with in correct reasoning trace and incorrect judgment

Question: What words are engraved on the inside of this ring?

Response A: The words engraved on the inside of the ring are
“Cartier" and “Love." These inscriptions are likely indicative of
the brand of the ring, Cartier, which is a renowned luxury goods
company, and possibly the name of the collection or style, such
as the Love collection, which is known for its iconic design.

Response B: Based on the image, I can see the word “Cartier" engraved on the outside of the ring. However, I cannot
see any text engraved on the inside of the ring from this particular angle. The image shows the exterior of a gold-colored
Cartier ring, but doesn’t provide a view of the interior engraving, if there is any. The ring appears to be a high-end luxury
item with a polished finish and the brand name prominently displayed on its outer surface.

Output from MR. Judge:

<think> Okay, so I need to figure out which response is better between Response A and Response B for the given
question about the ring’s engraving. Let me start by understanding the question and the responses.

As seen in the image, the ring is a two-tone gold piece with “Cartier" and “LOVE" engraved on it. The question
specifically asks about the words engraved on the inside of the ring.

Looking at Response A: It states that the words are “Cartier" and “Love." It also mentions that these inscriptions are
indicative of the brand and possibly the collection or style, like the Love collection. This seems accurate because the
image indeed shows “Cartier" and “LOVE" engraved, so if the inside has “Love," that makes sense.

Response B, on the other hand, claims it can see “Cartier" on the outside but can’t see any inside engraving from the
current angle. It suggests that the image doesn’t show the interior, so we can’t know what’s there. However, the image
does show “LOVE" on the inside, so if the inside has “LOVE", Response B is incorrect.

Now, considering the criteria: harmfulness, accuracy, and detailedness. Neither response is harmful, so that’s not an
issue. Accuracy is next. Response A correctly identifies the words on the inside, while Response B incorrectly suggests
there’s no inside engraving. Therefore, Response A is more accurate. Detailedness-wise, both are somewhat detailed, but
since A is accurate, it’s better.

So, Response A is better because it accurately describes what’s visible in the image. </think>

The better response is A because it accurately identifies the words engraved on the inside of the ring, which are “Cartier"
and “Love," as seen in the image. Response B incorrectly suggests that the inside lacks engraving, which contradicts the
visible “LOVE" on the inside.

boxed{A}

Table 21: Visualization of MR. Judge outputs..
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