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Abstract

Stance detection is a task aimed at identify-
ing and analyzing the author’s stance from
text. Previous studies have primarily focused
on the text, which may not fully capture the
implicit stance conveyed by the author. To ad-
dress this limitation, we propose a novel ap-
proach that transforms original texts into ar-
tificially generated images and uses the vi-
sual representation to enhance stance detec-
tion. Our approach first employs a text-to-
image model to generate candidate images for
each text. These images are carefully crafted
to adhere to three specific criteria: textual rel-
evance, target consistency, and stance consis-
tency. Next, we introduce a comprehensive
evaluation framework to select the optimal im-
age for each text from its generated candi-
dates. Subsequently, we introduce a multi-
modal stance detection model that leverages
both the original textual content and the gener-
ated image to identify the author’s stance. Ex-
periments demonstrate the effectiveness of our
approach and highlight the importance of arti-
ficially generated images for stance detection.
Our code is available at https://github.
com/zkzhang2000/EAIG4SD.

1 Introduction

Stance detection is a pivotal task in natural lan-
guage processing, aiming to identify authors’ atti-
tudes from text. The automatic and accurate cat-
egorization of stances in complex linguistic con-
texts remains a significant research challenge.

Deep learning has substantially advanced stance
detection. These models learn rich linguistic
representations through pre-training on large text
datasets (Stodden et al., 2023; Arakelyan et al.,
2023; Saha et al., 2024).

Although these deep learning models have
shown strong capabilities in stance detection, they
still mainly rely on text alone, which may not fully
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Figure 1: Anexample of artificial image generation for
stance detection.

capture the implicit stance. When humans under-
stand and interpret the world, they often rely on
the integrated information of multiple sensory in-
puts, such as vision, hearing and language (Bal-
trusaitis et al., 2018). As a result, methods that in-
corporate multimodal information are able to cap-
ture complex patterns in the data more compre-
hensively. Weinzierl and Harabagiu (2023) pro-
poses a synthetic data generation method based on
text-image relation inference. Liang et al. (2024)
proposes an effective targeted multimodal prompt
tuning framework.

However, these multimodal stance detection
methods depend on user-generated images, which
may not consistently capture the crucial expres-
sions of stance or the intended target. This is-
sue arises when the images include irrelevant el-
ements, like celebrities or objects that are not di-
rectly pertinent to the topic at hand. Furthermore,
not all posts include user-generated images, which
limits the applicability of these multimodal ap-
proaches in certain cases.

To address the above limitations, we propose
transforming the original text into an artificially
generated image and utilizing this visual repre-
sentation for stance detection. As shown in Fig-
ure 1, a skillfully designed artificially generated
image effectively communicates the same stance
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Figure 2: Overview of proposed model.

as the original text. As a result, comprehending
the stance becomes significantly more straightfor-
ward when presented in an artificially generated
image format compared to the text alone. Never-
theless, creating such an image poses a challenge.
It is imperative that the image encapsulates both
the target and stance information from the origi-
nal text, while simultaneously being easily com-
prehensible.

In our study, we initially employ a text-to-image
model to generate candidate images for each text.
The generation process adheres to three specific
criteria: relevance, target consistency, and stance
consistency. By following these criteria, the gen-
erated candidate images are designed to contain
the same stance as the original text while also be-
ing comprehensive and easy to understand. To se-
lect the optimal artificially generated image from
the candidate images, we introduce a comprehen-
sive evaluation framework. This framework in-
corporates multiple scoring metrics and a sophis-
ticated graph-based method. The scoring metrics
assess the quality and accuracy of the candidate
images, while the graph-based method considers
their semantic relationships. Through this metic-
ulous evaluation process, we identify and choose
the most optimal image that best retain the core
meaning of the original text.

Furthermore, we introduce a multimodal stance
detection model that leverages both the original
textual content and the accompanying generated
image to identify stance. Experimental results
demonstrate that our proposed approach signifi-
cantly enhances performance.

In summary, the main contributions of our work
are: (1) We propose a novel approach using arti-

ficially generated images to eliminate the depen-
dency on user-generated image in conventional
multimodal methods; (2) We develop a systematic
image generation workflow guided by three crite-
ria to create more informative image; (3) We de-
sign comprehensive evaluation metrics to system-
atically evaluate and select the optimal image.

2 Related Works

With the rapid advancement of deep learning,
stance detection has achieved significant progress.
Stodden et al. (2023) employed a masked language
model to predict the likelihood of conjunctions
within the text by temporarily removing (masking)
them and then estimating their probabilities. Fur-
thermore, Saha et al. (2024) combined stance de-
tection with explanation generation by construct-
ing argumentation dependency trees.

Beyond textual analysis, multimodal ap-
proaches have emerged. Weinzierl and Harabagiu
(2023) synthesizes multimodal examples from
existing posts to reveal prototypical text—image
stance relations. Liang et al. (2024) creates five
new multimodal stance detection datasets of
different domains based on Twitter, in which each
example consists of a text and an image. Unlike
datasets that focus on individual text-image pairs,
Niu et al. (2024) introduces a new multimodal
multi-turn conversational stance detection dataset
that captures the natural multi-party conversa-
tional context occurring on social media. In terms
of methodology, Liang et al. (2024) designed
specific prompts tailored to the target and input
them into pretrained language and vision models.
Weinzierl and Harabagiu (2024) used coun-
terfactual prompting for zero-shot multimodal
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Figure 3: Dynamic Multi-output Generation Algorithm. p represents image prompt. More details can be found in

Appendix A.

reasoning.

Our proposed approach differs from previous
studies that rely on user-generated images. In-
stead, we utilize a text-to-image model to gen-
erate artificially generated images related to the
text. These generated images, along with the orig-
inal text, are then fed into a large vision language
model(VLM) for stance detection. By doing so,
we aim to fully exploit the complementary infor-
mation provided by both text and artificially gener-
ated images, thereby improving the accuracy and
robustness of stance detection.

3 Proposed Model

As shown in Figure 2, we present a novel approach
for stance detection, designed to generate an arti-
ficial image from the original text. Our approach
consists of three key stages. First, we generate a
diverse set of candidate images by applying cri-
teria that ensure consistency with the stance and
target in the original text. Second, we introduce a
comprehensive evaluation framework with a graph
re-ranking algorithm to assess the quality and ac-
curacy of the candidate images, and select the op-
timal artificial image. Finally, we utilize a multi-
modal stance detection model to detect the stance
through the original text and the selected image.

3.1 Candidate Image Generation

We first present the method for generating candi-
date images from the original text. To ensure se-
mantic consistency between the generated candi-
date images and the original text, we formulate the

following three criteria:

* Relevance (Cr): The generated candidate
images must be pertinent to the content of the
original text.

* Target Consistency (C7): The generated
candidate images should incorporate the
identical target information as that found in
the original text.

» Stance Consistency (Cs): The stance con-
veyed by the generated candidate images
should align with those expressed in the orig-
inal text. This aligns with the notion of atti-
tude consistency proposed by Weinzierl and
Harabagiu (2022).

We further design a dynamic multi-output algo-
rithm aimed at generating a set of candidate im-
ages that adhere to the above criteria. The central
tenet of this algorithm is the dynamic generation
of images at various stages throughout the process.

The first step of the algorithm is to predict the
stance and sentiment of the text using a finetuned
LLM. It is important to note that we maintain strict
data separation. The stance labels used for image
generation come from the predictions of the LLM
(which is finetuned only on the training/validation
set), and we never use the true labels from the test
set.

The second step is to enrich the content of the
image from multiple dimensions by integrating the
text, target, and the predicted stance and senti-
ment, based on the three criteria. For example,
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according to the C'r criterion, we concatenate the
Target and Text to form the image prompt. The
detailed prompts are shown in Table 7.

However, due to the lack of necessary contex-
tual information and background knowledge in
tweets, it is challenging for text-to-image mod-
els to accurately grasp the topics discussed in the
tweets. Therefore, the third step is to enhance
the image prompts obtained in the second step by
ChatGPT, in order to generate clearer and more
comprehensible image prompts, thereby enhanc-
ing the understandability of the image content.

Finally, we input the image prompts obtained
from both the second and third steps into the
text-to-image model to generate the corresponding
candidate images.

The implement detail of candidate images gen-
eration can be found in Appendix A.

3.2 Image Quality Assessment

To select the optimal candidate image, we propose
three evaluation metrics guided by the criteria in
section3.1.

Relevance Score Sp: Initially, leveraging
cross-modal alignment prients from large-scale
pretrained models, we employ CLIP (Radford
etal., 2021) Score as the Relevance Score to quan-
tify text-image correspondence. We encode both
the candidate image and the text into vector repre-
sentations by CLIP, and then calculate the cosine
similarity between these two vectors,

I-T

Sp= o
T2

ey
where I and T represent the vector representations
of the image and text, respectively.

Target Consistency Score S7: is a metric de-
signed to evaluate how well a candidate image
aligns with the target information described in the
original text. This score is determined through a
two-step process.

In the first step, the candidate image, the origi-
nal text and the target of the text are input into the
VLM to determine if the image accurately reflects
the target information in the text. This results in a
binary response, R7,, where “yes” indicates con-
sistency and “no” indicates inconsistency.

In the second step, the candidate image is again
input into the VLM to generate a caption for the
image. The reason for regenerating the caption of
the image instead of using the image prompt gen-
erated in Section 3.1 is that text-to-image models

may not fully reflect all the details in the image
prompt onto the generated image. This caption,
the original text and the target of the text are then
input into ChatGPT, which assesses whether the
caption is relevant to the target information in the
text. This also results in a binary response, Rr,,,
with “yes” indicating relevance and “no” indicat-
ing irrelevance.

The final Target Consistency Score St is calcu-
lated as the sum of Ry, and Rr,,. Each "yes" re-
sponse is scored 5 points, and each "no" is scored
0 points. The formula for St is:

St = R, + Rt )

Stance Consistency Score Sg: Furthermore,
we also employ the VLM to evaluate the stance
consistency of the candidate images. Initially, both
the candidate image and the original text are in-
put into the model to determine if the image accu-
rately reflects the stance. The VLM then generates
a binary response, denoted as Rg, (yes/no), which
serves as an indicator of the candidate image’s ap-
propriateness in terms of its stance alignment with
the original text.

Subsequently, we adopt a similar approach to
that used in calculating St to obtain captions for
the image. These captions, along with the orig-
inal text, are then input into ChatGPT to assess
whether they reflect the stance expressed in the
original text. This process yields another binary
response, denoted as Rs, (yes/no).

The final Stance Consistency Score Sg is com-
puted as th sum of Rg, and Rs.. Each "yes"
response is scored 5 points and and each "no" is
scored 0 points. The formula for Sg is as follows:

Ss = Rgs, + Rs,, 3)

3.3 Graph-based Image Re-ranking

After evaluating the candidate images using the
above three types of point-wise metrics, we pro-
pose a graph-based approach (Page et al., 1999) to
collectively re-rank all the candidates and choose
the most optimal artificial image. The algorithm is
shown as Algorithm 1.

In this method, each node represents a candi-
date image. Its value is derived from the aver-
age of three point-wise metrics. The weight of
the edge between two nodes corresponds to the
semantic similarity between the two candidate im-
ages. The semantic similarity between image pairs
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Algorithm 1 Graph-based candidate images re-
ranking

1: Input: Graph G = (V| E), damping factor
1= 0.85

2: Output: The image node v* € V with the
highest value.

3: Initialize PR(v) as the average of Sg(v),
St(v), and Sg(v), Vo € V

4: repeat
PR(”) A (1 - :U') + MZuEIn(v) %((uu))
Vv € V , where In(v) is the set of incoming
nodes and out(u) is the number of outgoing
edges from node u
until
max,ey |PRpew(v) — PRya(v)] < 1076

5: v* « argmax,cy PR(v)

6: return v*

is quantified through CLIP-based metric computa-
tions. To identify the most optimal image, we em-
ploy a graph-based algorithm that involves a ran-
dom walk across the entire graph. The goal of this
random walk is to locate the node with the highest
score, which is then selected as the most optimal
artificial image. This approach takes into account
not only the individual scores of the images but
also their semantic relationships with other images
in the set, providing a more comprehensive evalu-
ation of the candidates. The implement detail of
image quality assessment and graph-based image
re-ranking can be found in Appendix B.

3.4 Multimodal Stance Detection

After obtaining the appropriate image, we utilize
a multimodal stance detection model to integrate
the original text and the generated image jointly.
Specifically, we design prompt P based on the
content of the text and the generated image:

P = Given the Tweet and the Image,
what is the stance towards Target.

We then employ a LLM as a text encoder to ob-
tain textual hidden representations Hy.

H; = Encode(P) 4)

We utilize the Vision Transformer (ViT) to ob-
tain visual hidden representations H,, from the im-
age I.

H, =ViT(I) 5)

We concatenate them to form our multimodal
hidden representations H.

H=H,® H (6)

Given the fused hidden representations H =
hi, ...,y as input, the model outputs the repre-
sentation y = y1, . . ., Y|y, Where y denotes the to-
kenized representation of the target text sequence
(stance labels such as "favor"). At the i-th step of
generation, the decoder predicts the i-th token y; ,
and the decoder state h? is as follows,

Ui, h? = Decoder ([h‘f, e h?_l] ,yi,l) @)

The overall conditional probability p(y | x) is
computed by multiplying the probabilities of each

P (Yi | y<i» ®):

1]

py|z) = Hp(yi | Y<i, ) (®)
i=1

3.5 Objective Function

The objective function is to maximize the output
stance .S probability given the text X. Therefore,
we optimize the negative log-likelihood loss func-
tion:

L=—— > logp(S|X;0) (9

‘T| (X,S)er

where 0 is the model parameters, and (X, S) is a
input-output pair in training set 7, then
logp(T | X;0) =
m
(10)
> logp(ti | ta,ta, ... ti1, X;6)

i=1

where p (t; | t1,t2,...
by the decoder.

,ti—1,X;60) is calculated

4 Experiments

4.1 Data and Setting

We conducted experiments on two stance detec-
tion datasets: Semeval-16 (Mohammad et al.,
2016) and Covid-19 (Glandt et al., 2021). Both
datasets categorize stances into three classes: fa-
vor, against, and none. Since the original Semeval-
16 dataset does not have a validation set, we fol-
low the setup of Barbieri et al. (2020) to partition
the validation set. The statistical information of
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Modality ~ Model Semeval-16 Covid-19

l?favor IQagainst lqavg l?favor IQagainst lqavg

BERT 0.640 0.757  0.698 0.729 0.676  0.703

RoBERTa 0.651 0.773  0.712 0.768 0.762  0.765

Flan-T5 0.666 0.768  0.717 0.793 0.744  0.769

LlaMA3 0.796 0.808  0.802 0.846 0.850  0.848

Textual GPT-40-mini 0.717 0.715 0.716 0.544 0.626  0.585

InternLM-TextOnly  0.772 0.811  0.792 0.865 0.821  0.843

MTIN - - 0.703 - - 0.679

Stanceformer 0.653 0.776 ~ 0.715 0.779 0.769  0.774

TR-Tweet-COT 0.701 0.787  0.744 0.844 0.804  0.824

GFMAP 0.655 0.763  0.709 0.735 0.685 0.710

Multimodal TMPT 0.689 0.781  0.735 0.782 0.774  0.778

Ours 0.804 0.833 0.818 0.882 0.847 0.865

Table 1: Comparison with different baselines.

Dataset  Split Total Favor Against None 2022), and T5 (Chung et al., 2022), which
train 2,620 678 1,254 688 have demonstrated strong performance across
Semevall6 dev 294 75 141 78 various NLP tasks. Subsequently, we evalu-
test 1,249 304 715 230 ated our approach against Large Language Mod-

train 4,532 1,464 1,442 1,627
Covid19 dev 800 263 243 294
test 800 263 243 294

Table 2: Statistics of dataset.

the datasets is shown in Table 2. The Semeval-
16 dataset contains five targets: Atheism, Cli-
mate Change is a Real Concern, Feminist Move-
ment, Hillary Clinton, and Legalization of Abor-
tion. The Covid-19 dataset contains four targets:
Face Masks, Fauci, School Closures, and Stay at
Home Orders.

We finetune InternLM-XComposer2-VL (Dong
et al., 2024) using the Low-Rank Adaptation tech-
nique as our base model. The learning rate in
the main experiment is set to le-4. We select
Stable-Diffusion-3 (Esser et al., 2024) as the text-
to-image model. Our experiments are carried out
with one NVIDIA GeForce RTX 4090 GPU.

Following Mohammad et al. (2016), we record
Fovg, where Fy,q 1s the macro average of the F1
scores for favor and against. We report results av-
eraged over three runs.

4.2 Main Results

We initially benchmarked our method against sev-
eral established baselines, including BERT (De-
vlin et al.,, 2019), RoBERTa (Loureiro et al.,

els (LLMs) such as LlaMA3 (Dubey et al.,
2024), InternLM-TextOnly, and GPT-40-mini',
which are known for their extensive capabil-
ities and scalability.  Finally, we contrasted
our method with state-of-the-art stance detec-
tion techniques, specifically MTIN (Chai et al.,
2022), which incorporates a multi-task interac-
tion module to capture word-level interactions be-
tween tasks, TR-Tweet-COT (Gatto et al., 2023),
which integrates Chain-of-Thought (COT) reason-
ing into a RoBERTa-based stance detection frame-
work by introducing COT embeddings, Stance-
former (Garg and Caragea, 2024), which intro-
duces a target-awareness matrix into the trans-
former architecture to enhance attention to targets.
GFMAP (Soltani and Romberg, 2023), which ex-
tracts text and image features through pre-trained
models and then inputs these features into a classi-
fication model. TMPT (Liang et al., 2024), which
learns multimodal stance features from text and vi-
sual modalities using target information.

As shown in Table 1, these text-based stance
detection models exhibited commendable perfor-
mance in stance detection tasks. Notably, the
InternLM-TextOnly model stands out due to its
exceptional language understanding and represen-
tation capabilities. Furthermore, our approach

"https://openai.com/index/
hello-gpt—-40o/
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Model Semeval-16 Covid-19 Model Semeval-16 Covid-19
Text Only 0.792 0.843 Ours 0.818 0.865
Text -Sr 0.811 0.859

+ Image(Oringial) 0.800 0.852 -Sp 0.808 0.851

+ Image(CRr) 0.802 0.853 -Sg 0.811 0.856

+ Image(Cr) 0.805 0.855 -GraphRanking 0.807 0.860

+ Image(Cly) 0.811 0.855
Ours 0.818 0.865 Table 4: The contribution of image quality assessment.

Table 3: The influence of different candidate image
generation methods. “Original” represents images gen-
erated solely from the original text.

achieves consistent and stable performance im-
provements over baseline models within the mul-
timodal fusion framework(p < 0.05), demon-
strating the effectiveness of our approach. These
results underscore the importance of integrating
generated images into stance detection, highlight-
ing the added value of multimodal information in
enhancing the accuracy of stance detection tasks.
In the Semeval-16 dataset, the inclusion of im-
ages led to an increase of 35, 27, and 29 cor-
rectly predicted instances for the Favor, Against,
and None categories, respectively, accounting for
11.5%, 3.8 and 12.6% of their respective totals.
For the Covid-19 dataset, the corresponding im-
provements were 19 17 and 9 additional correct
predictions, representing 7.2%, 7.0%, and 3.1%
relative improvements for each category. This
demonstrates the complementary role of generated
images in enhancing stance detection across di-
verse label distributions.

4.3 Impact of Candidate Image Generation
Methods

We subsequently investigated the impact of vari-
ous candidate image generation methods, as dis-
cussed in Section 3.1.

As shown in Table 3, the incorporation of arti-
ficially generated image, whether derived directly
from the original text or processed through diverse
image generation methods, markedly enhances the
model’s performance. This underscores the cru-
cial role of generated image in boosting model ac-
curacy. Notably, when stance consistency Cg is
considered, the model outperforms all other crite-
ria. Furthermore, our proposed model, which in-
tegrates all types of criteria, achieves the optimal
performance. This suggests that effectively com-
bining multiple candidate image generation meth-

Model Semeval-16 Covid-19
Text Only 0.792 0.843
Ours 0.818 0.865
Bert 0.698 0.703
Bert+ResNet 0.709 0.718
T5 0.717 0.769
T5+ViT 0.730 0.787

Table 5: Influence of different multimodal models.

ods is essential for obtaining the best results.

4.4 TImpact of Image Assessment Strategies

We subsequently carried out a series of ablation
experiments to delve deeper into the importance
of image quality assessment strategies, where Sg,
ST, Sg have been discussed in Section 3.2, and
GraphRanking has been discussed in Section 3.3.

As shown in Table 4, the results highlight the
beneficial impact of these assessment strategies
and the graph re-ranking algorithm in boosting the
model’s overall performance. If any one of these
components is removed, the performance of the
model decreases compared to the complete ver-
sion.

4.5 Results of Different Multimodal Models

We conducted further experimental research to in-
vestigate the efficacy of artificially generated im-
ages with different multimodal models. The ex-
periment are categorized into three distinct groups.
In the first group, all models are based on the
InternLM-XComposer2-VL architecture. The pri-
mary difference among them is the type of input
data utilized: one subset of models receives only
text data, while the other subset receives both text
and image data (Ours). For the second group, the
text-based model employs Bert, while the mul-
timodal model combined Bert with ResNet (He
et al.,, 2016). In this configuration, Bert is re-
sponsible for extracting text features, and ResNet
was used to extract image features. In the third
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Original Text

We don't inherit the earth from our
parents; we borrow it from our
children. #Conservation #Perspective

Target: Climate Change is a Real Concern

Original Text

We live in a sad world when wanting
equality makes you a troll

Target: Feminist Movement

=

Figure 4: Examples of case study.

group, the text-based model utilizes TS5, and the
multimodal model is a combination of T5 and ViT
(Dosovitskiy, 2020).

The experimental results, presented in Table 5,
demonstrate that the models incorporating artifi-
cially generated images outperform the basic tex-
tual models across all the multimodal models.
This not only highlights the effectiveness of the
artificially generated images but also proves their
universality, as they can be successfully utilized in
various multimodal models.

4.6 Comparison with Original Images

We further validate the efficacy of the artificially
generated images against original images using
the ImageArg dataset (Liu et al., 2022), a mul-
timodal stance detection dataset that categorizes
stances into two classes: Support and Oppose.

As illustrated in Table 6, the results indicate that
the model’s performance was enhanced with the
incorporation of images. Notably, the use of ar-
tificially generated images outperformed the use
of original images. This outcome suggests that the
artificially generated images are able to more com-
prehensively represent or complement the textual
content, thereby conveying the user’s stance more
accurately.

4.7 Case Study

To gain a more intuitive understanding of the ben-
efits of generated artificial images in stance detec-
tion tasks, we conduct a case study in Figure 4.

In the first example, the inclusion of the gen-
erated artificial image visually strengthen the link

w/o Image w Image
None Favor
Against Favor
izArtificiaI Image
Model ImageArg

Text 0.852
+Original Image 0.864
+Generated Image 0.872

Table 6: Comparison with original images.

between the original text and the target, making
the stance more apparent and thus leading to a cor-
rect classification as favor when the image was in-
cluded. In the second example, the words “sad”
and “troll” in the original text might suggest a
stance of against; however, an image depicting a
confident woman provides additional context, re-
sulting in a correct prediction.

From the provided examples, it is evident that
generated artificial images can resolve ambiguities
and enrich the information available by transform-
ing the abstract stance in the text into concrete vi-
sual elements, thereby enhancing the model’s clas-
sification effectiveness.

5 Conclusion

In this study, we propose a novel approach that in-
volves transforming the original text into an artifi-
cially generated image and using the generated im-
age to enhance stance detection. Our approach be-
gins by employing a text-to-image model to gen-
erate candidate images for a given text. Next, we
introduce a comprehensive evaluation framework
to select the optimal image from the set of gen-
erated candidates. Once the optimal image has
been selected, we introduce a multimodal stance
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detection model that leverages both the original
textual content and the accompanying generated
image to identify the author’s stance. The experi-
mental results demonstrate the effectiveness of our
proposed approach, and also indicates the impor-
tance of generated images for stance detection.

Limitations

The proposed study, which involves transforming
original text into artificially generated images to
aid in stance detection, represents a novel and in-
novative approach. However, the limitation of this
study is the computational resources required to
generate and evaluate the artificial images. The
process of generating candidate images using a
large VLM and then selecting the optimal image
through a comprehensive evaluation framework
can be computationally intensive.

Ethical Considerations

The image generation-based stance detection
method proposed in this paper involves important
ethical considerations. Image generation mod-
els may inherit and amplify social biases present
in their training data, and the strong expressive-
ness of generated images could potentially be ex-
ploited to create misleading information (Moham-
mad, 2022; Zhou and Nabus, 2023). Further-
more, generated content constitutes an interpreta-
tion of text rather than factual records, carrying
risks of misrepresentation (Bendel, 2025). This
study mitigates these potential risks by establish-
ing clear generation guidelines (relevance, target
consistency, stance consistency) and implement-
ing an evaluation framework for image selection.
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A Implement Detail of Candidate Image
Generation

We demonstrate the implement detail of candidate
image generation process with the following data:

Text: I’'m now 70 and have had a great
life and the last thing I want is to be
complicit in removing the freedom and
liberty I have enjoyed , taken away from
all future generations. #over50s

Target: Stay at Home Orders

Stepl: We first finetune InternLM-
XComposer2-VL on the training and validation
sets with a learning rate of le-4 to predict the
stance and sentiment of each text.

Step2: We design different image prompts
based on three distinct criteria. For the Cg cri-
terion, we use the original text as image promptl.
For the C'r criterion, we concatenate the Target
and Text to form image prompt2. For the C'r cri-
terion, we concatenate the Stance, Target, and Text
to form image prompt3, the Sentiment, Stance,
Target, and Text to form image prompt4, and the
Stance and Target to form image prompt5. As
shown in Table 7, these correspond to prompts 1
to 5.

Step3: To make the image prompts more com-
prehensible for the text-to-image model, we en-
hance the image prompts obtained in the second
step using ChatGPT. Since the results of enhanc-
ing prompt5 with ChatGPT are almost identical,
we do not enhance prompt5 using ChatGPT. The
model we used for ChatGPT is GPT-40-mini, with
parameters set as temperature = 0, top, = 1.0,
and topr = 50. The prompts input to ChatGPT
are shown in each row of Table 8, and the results
are shown as prompts 6 to 9 in Table 7.

Step4: We select Stable-Diffusion-3 as our
text-to-image model, with parameters set as
num_inference_steps=28 and guidance_scale=7.
We input the image prompts obtained from both
the second and third steps into Stable-Diffusion-3.
The generated images are shown in Table 7.

B Implement Details of Image Quality
Assessment

After obtaining the candidate images, we evaluate
the quality of the generated images using a multi-
modal assessment framework. The evaluation sys-
tem is based on C'g, C7, and Cg. We InternLM-
XComposer2-VL as the VLM. The ChatGPT used
in St and Sg is GPT-40-mini, with parameters set
as temperature = 0, top, = 1.0, and top;, = 50.

Relevance Score S

We first extract the features of the original text and
the generated images using the CLIP model, then
compute their cosine similarity to obtain the score
Skg.

Target Consistency Score St

Next, we generate a caption for each image using
the VLM. The prompt input to the VLM is as fol-
lows:

Please provide a caption for the image
that includes details about the scene,
people, actions, expressions, and back-
ground. If there is any text in the image,
please incorporate that into the caption
as well.

The generated caption is as shown in the Ta-
ble 9. Then, based on the target consistency cri-
teria, we input the original text, the target of the
text and the image into the VLM to ask whether
the image is related to the target:

Given the text, target and the image,
whether the image is related to the tar-
get, reply with ’yes’ or 'no’.

We will receive a "yes’ or 'no’ response Rr;,.
Subsequently, we input the generated caption into
ChatGPT to ask whether the caption is related to
the target:

Given the following caption, please de-
termine whether it is related to the tar-
get. Only respond with ’yes’ or 'no’.

Similarly, we will receive a ’yes’ or 'no’ re-
sponse Rr,,. For the responses R7, and R, each
"yes’ is scored 5 points, and each 'no’ is scored 0
points. The sum of these two responses constitutes
the score St.
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Criteria Prompt

Generated
Image

prompty

Cr

R~

I m now 70 and have had a great life and the last thing I want
is to be complicit in removing the freedom and liberty I have
enjoyed , taken away from all future generations. #over50s

prompta

Stay at Home Orders: I m now 70 and have had a great life and
the last thing I want is to be complicit in removing the freedom
and liberty I have enjoyed , taken away from all future genera-

tions. #over50s

prompts

Against Stay at Home Orders: I m now 70 and have had a great
life and the last thing I want is to be complicit in removing the
freedom and liberty I have enjoyed , taken away from all future
generations. #over50s

prompty

Negative and Against Stay at Home Orders: I m now 70 and
have had a great life and the last thing [ want is to be complicit
in removing the freedom and liberty I have enjoyed , taken
away from all future generations. #over50s

prompts

Cs

Against Stay at Home Orders

promptg

Cr

In the image, an elderly man is sitting on a chair in a park, smil-
ing and looking directly at the camera. He is wearing a blue
shirt and jeans. In the background, there are children playing,
with one of them holding a frisbee. The scene appears to be a
sunny day, as indicated by the bright lighting and shadows.

prompty

Cr

An older man is sitting on a brown couch, wearing a gray
sweater and green pants. He has his hands clasped together in
front of him, looking deep in thought with a serious expression
on his face. The room features white walls and a window with
blinds, providing a neutral background for the scene.

prompts

Cs

An older man with a blue shirt stands in front of a window,
looking out at the view. He is standing next to a table filled with
various items such as figurines and picture frames. The room
has a warm atmosphere, and the sunlight streaming through the
window illuminates the scene

promptg

Cs

An older man is sitting in a chair, watching the news on a tele-
vision that is placed on a wooden cabinet. The TV screen dis-

plays an advertisement for a phone order service with the text

Sizz-a-fast phone orders - Lost freedom

Table 7: The prompts and generated images in candidate image generation process.
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prompt

output

Please expand the following Tweet into a de-
tailed visual description. Describe the scene in
terms of colors, objects, people, and other vi-
sual elements.Tweet: I m now 70 and have had
a great life and the last thing I want is to be
complicit in removing the freedom and liberty
I have enjoyed , taken away from all future
generations. #over50s

In the image, an elderly man is sitting on a chair
in a park, smiling and looking directly at the
camera. He is wearing a blue shirt and jeans.

In the background, there are children playing,
with one of them holding a frisbee. The scene
appears to be a sunny day, as indicated by the
bright lighting and shadows.

Please expand the following Tweet related to
Target Stay at Home Orders into a detailed vi-
sual description. Describe the scene in terms

of colors, objects, people, and other visual ele-
ments. The generated image description should
maintain the same stance towards the Target as
the original Tweet. Tweet: I m now 70 and have
had a great life and the last thing I want is

to be complicit in removing the freedom and
liberty I have enjoyed , taken away from all
future generations. #over50s

An older man is sitting on a brown couch, wear-
ing a gray sweater and green pants. He has his
hands clasped together in front of him, looking
deep in thought with a serious expression on his
face. The room features white walls and a win-
dow with blinds, providing a neutral background
for the scene.

Please expand the following Tweet related to
Target Stay at Home Orders into a detailed
visual description. The Tweet’s stance on tar-
get Stay at Home Orders is Against. Describe
the scene in terms of colors, objects, people,
and other visual elements. The generated image
description should maintain the same stance to-
wards the Target as the original Tweet. Tweet: 1
m now 70 and have had a great life and the
last thing I want is to be complicit in remov-
ing the freedom and liberty I have enjoyed

, taken away from all future generations.
#overS0s

An older man with a blue shirt stands in front of
a window, looking out at the view. He is stand-
ing next to a table filled with various items such
as figurines and picture frames. The room has

a warm atmosphere, and the sunlight streaming
through the window illuminates the scene

Please expand the following Tweet related to
Target Stay at Home Orders into a detailed vi-
sual description. The Tweet’s stance on target
Stay at Home Orders is Against, and its senti-
ment is negative. Describe the scene in terms
of colors, objects, people, and other visual ele-
ments. The generated image description should
maintain the same stance towards the Target as
the original Tweet. Tweet: I m now 70 and have
had a great life and the last thing I want is

to be complicit in removing the freedom and
liberty I have enjoyed , taken away from all
future generations. #over50s

An older man is sitting in a chair, watching the
news on a television that is placed on a wooden
cabinet. The TV screen displays an advertise-
ment for a phone order service with the text
Sizz-a-fast phone orders - Lost freedom

Table 8: The process of prompt expanding for candidate image generation.
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Stance Consistency Score Sg

Next, based on the stance consistency criteria, we
input the original text and the image into the VLM
to ask whether the stance of the image aligns with
the stance of the original text:

Given the text, target and the image,
whether the image can reflect the stance
of the tweet towards the target, reply
with ’yes’ or 'no’.

We will receive a ’yes’ or 'no’ response [ig,.
Then, we input the generated caption into Chat-
GPT to ask whether the stance of the caption
aligns with the original text:

Given the following caption and text,
please determine whether the stance of
the caption towards the target is consis-
tent with the original text. Only respond
with "yes’ or 'no’.

We will receive a ’yes’ or 'no’ response Rg,,.
For the responses Rg, and Rg., each ’yes’ is
scored 5 points, and each 'no’ is scored O points.
The sum of these two responses constitutes the
score Sg.

Graph-based Image Re-ranking

Finally, the arithmetic mean of Sg, St, and Sg is
the score of the image. Specific scores are shown
in Table 10. We treat each image as a vertex,
where the value of the vertex is the image’s score,
and the edges represent the similarity between im-
ages. After applying Algorithm 1, we obtain the
optimal image.

C Error Case Analysis

We conduct an error case analysis and find that in
the Semeval-16 dataset, the incorporation of im-
ages results in 3, 32, and 19 misclassified instances
for the "Favor," "Against," and "None" categories,
accounting for 1%, 4.5%, and 8.3% of their re-
spective total instances. In the Covid-19 dataset,
the incorporation of images results in 7, 7, and 18
prediction errors for the "Favor," "Against," and
"None" categories, corresponding to 2.7%, 2.9%,
and 6.1% of their respective totals. This indicates
that the "None" label is more negatively impacted
by visual information, likely because images in-
herently convey a certain stance. As shown in Fig-
ure 5, the original text is "Seriously considering
writing an article on the ban of school skirts at a

Figure 5: One error case.

secondary school, any thoughts would be appreci-
ated", the target is "Feminist Movement" and the
stance is "None". The generated image depicts a
girl wearing a neat dress with a bright smile, con-
veying positive emotions that bias the model to-
ward the "Favor" label. Additionally, we observed
that images containing multiple human figures of-
ten exhibit distorted anatomies, which may further
interfere with stance detection.

D Ablation Study on Image Selection
Strategies

To validate the effectiveness of our graph-based
re-ranking approach, we conduct an ablation study
comparing it against four straightforward image
selection strategies:

* CLIP-only max score: Select the image with
the highest CLIP score (Sg).

* Target-consistency max score: Select the
image with the highest target consistency
score (ST).

* Stance-consistency max score: Select the
image with the highest stance consistency
score (Sg).

* Average score: Select the image with the
highest average of Sg, ST, and Sg.

As shown in Table 11, our graph-based re-
ranking method achieves an F,,, of 0.818 on the
Semeval-16 dataset, outperforming all these sim-
ple baselines. This demonstrates that jointly con-
sidering both quality scores and semantic relation-
ships via our graph algorithm is necessary for opti-
mal image selection, rather than relying on point-
wise scoring alone.
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caption

The image captures an older woman with gray hair, wearing a blue jacket and earrings, stand-
ing in a field of tall grass. She is smiling at the camera, exuding a sense of joy and content-
ment. The background reveals a vast landscape of dry grassland, suggesting that she might be
enjoying a peaceful walk or appreciating nature’s beauty

An older woman is sitting at a wooden table, holding a piece of paper that reads Sherman Car-
pet, Genuine Pile, 70 % Polyester, 30% Polyamide, 1.5mm Pile Height

The image features an older woman standing in a park-like setting. She is wearing a blue
blouse and a black jacket, with her hands clasped in front of her. The woman appears to be
smiling as she looks towards the camera. In the background, there are trees and a building visi-
ble.

An older woman, wearing a blue sweater and a necklace, is sitting at a table with a glass of
beer in front of her. She is writing in a book with a yellow pen while smiling. The background
features lush greenery and trees.

The image features a white garage door with red text that reads OIT STAYT HOMIE ORDER
ORDIT MI - BREICMR 14. DE.SATAT: The door is closed, and there are no people or actions
taking place in the scene. The background consists of a yellow wall and some greenery on the
left side.

In the image, an elderly man is sitting on a chair in a park, smiling and looking directly at the
camera. He is wearing a blue shirt and jeans. In the background, there are children playing,
with one of them holding a frisbee. The scene appears to be a sunny day, as indicated by the
bright lighting and shadows.

P

An older man is sitting on a brown couch, wearing a gray sweater and green pants. He has his
hands clasped together in front of him, looking deep in thought with a serious expression on his
face. The room features white walls and a window with blinds, providing a neutral background
for the scene.

Py

An older man with a blue shirt stands in front of a window, looking out at the view. He is
standing next to a table filled with various items such as figurines and picture frames. The room
has a warm atmosphere, and the sunlight streaming through the window illuminates the scene.

Py

An older man is sitting in a chair, watching the news on a television that is placed on a wooden
cabinet. The TV screen displays an advertisement for a phone order service with the text Sizz-
a-fast phone orders - Lost freedom

Table 9: The generated caption for St and Sg.

Sk Ry, Rr, Rr Rs, Rs, Rs score
P, 1843 no no 0 no no 0 6.14
P, 18.02 no no 0 yes no 5 17.67
Py 1724 no no 0 no no 0 5.75
Py 1729 no no 0 no no 0 5.76
P 1475 no  yes 5 no no 0 658
FPs 1795 no no 0 no no 0 5.98
P; 1746 no no 0 no no 0 5.82
Py 1841 no no 0 no no 0 6.14
Py 1482 no no 0 yes no 5 6.61

Table 10: The Initial scores of candidate images in graph-based image re-ranking.
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Selection Method Favg
CLIP-only max score 0.806
Target-consistency max score  0.801
Stance-consistency max score 0.811
Average score 0.813
Ours (Graph re-ranking) 0.818

Table 11: Ablation study comparing our graph re-
ranking method against simple selection baselines on

the Semeval-16.
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