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Abstract
Large language models (LLMs) remain un-
reliable for global enterprise applications
due to substantial performance gaps between
high-resource and mid/low-resource languages,
driven by English-centric pretraining and inter-
nal reasoning biases. This inconsistency un-
dermines customer experience and operational
reliability in multilingual settings such as cus-
tomer support, content moderation, and infor-
mation retrieval. Even with advanced Retrieval-
Augmented Generation (RAG) systems, we
observe up to an 29% accuracy drop in non-
English languages compared to English.

We propose a practical, batch-wise alignment
strategy for fine-tuning LLMs, leveraging se-
mantically equivalent multilingual data in each
training batch to directly align model outputs
across languages. This approach improves non-
English accuracy by up to 23.9% without com-
promising English performance, model reason-
ing, or retrieval quality. Our method is simple
to implement, scalable, and integrates seam-
lessly with existing LLM training & deploy-
ment pipelines, enabling more robust and equi-
table multilingual AI solutions in industry.

1 Introduction

The demand for multilingual natural language pro-
cessing systems that perform reliably and consis-
tently across diverse languages has grown rapidly
in global industries such as customer support, con-
tent delivery networks, and information retrieval
(Dua et al., 2025; Agarwal et al., 2024). Despite
advances in LLMs, significant performance dispar-
ities persist between high-resource languages (e.g.,
English) and low-resource languages (e.g., French,
Arabic), primarily due to the pretraining data, favor-
ing high-resource corpora (Xu et al., 2024). This
gap undermines user experience, restricts the acces-
sibility of AI technologies, and limits operational
effectiveness for organizations serving multilingual
populations worldwide.

In practical deployments, LLMs often exhibit
reduced accuracy and reasoning inconsistencies
when handling non-English inputs, especially
within RAG frameworks (Lewis et al., 2020; Li
et al., 2024b). For example, a customer service
chatbot may provide precise responses in English
but fail to maintain equivalent quality in other lan-
guages, thereby eroding user trust and satisfaction.
These challenges underscore an urgent need for
AI systems that ensure equitable and consistent
performance across languages.

Benchmarks like NoMIRACL (Thakur et al.,
2023) have advanced RAG across languages; how-
ever, these approaches typically optimize task-
specific metrics without explicitly aligning the un-
derlying multilingual reasoning and generation pro-
cesses. Consequently, they fail to guarantee and
evaluate consistency across languages. A key factor
contributing to this problem is the English-centric
internal reasoning of current LLMs (Zhao et al.,
2024), where LLMs internally “think” in English,
even when processing inputs in other languages; ex-
acerbating cross-lingual inconsistencies, reliability
in multilingual applications. Existing approaches
typically focus on external retrieval or translation
to bridge this gap (Nie et al., 2022).

To overcome these limitations, we propose a
novel fine-tuning alignment strategy that explicitly
aligns LLMs internal reasoning and generation pro-
cesses across languages by leveraging semantically
equivalent multilingual data within every training
batch. Our approach reduces reliance on English-
centric reasoning and improves cross-lingual con-
sistency without introducing external translation or
retrieval components. Our key contributions are
summarized as follows:

• We empirically characterize and quantify the
performance gap in LLM reasoning and gener-
ation across languages for semantically identi-
cal content, highlighting its practical impact.
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• We propose a simple yet effective batch-wise
alignment strategy that fine-tunes LLMs to
align internal multilingual generation pro-
cesses without relying on external translation
or retrieval systems.

• Our method achieves substantial improve-
ments, up to 23.9%, in non-English task ac-
curacy, narrowing the performance gap with
English and enhancing model consistency.

2 Related Work

LLMs have made substantial progress, yet still ex-
hibit significant performance disparities between
high-resource and low-resource languages, in part
due to English-centric pretraining and internal rea-
soning biases (Zhao et al., 2024; Xu et al., 2024).

Recent research has further explored this
space by penalizing inconsistent response lan-
guages (Zhang et al., 2024), applying cross-lingual
instruction tuning with translation and mixed-task
datasets (Zhu et al., 2023; Lin et al., 2024), and
leveraging preference optimization with translation
and reward modeling (She et al., 2024; Dang et al.,
2024). In contrast, our approach achieves direct
alignment of LLM reasoning and generation across
languages by leveraging semantically equivalent
multilingual data within each training batch, with-
out relying on explicit translation, preference data,
or reward models. This enables a simple and scal-
able alignment strategy suitable for industry (Zeng
et al., 2025). See Appendix A.1 for an extended
review.

3 Method

We now describe our batch-alignment approach,
dataset construction, and the training paradigm.

3.1 Batch Alignment for Cross-Lingual
Consistency

The core of our approach is a batch alignment strat-
egy that modifies the batching process to explicitly
encourage cross-lingual consistency. During train-
ing, each batch contains semantically equivalent
instances of the same topic presented in different
languages (Fig. 1). This setup exposes the model
to the same semantic problem across multiple lan-
guages simultaneously, promoting aligned internal
reasoning & generation, reducing dependence on
English-centric intermediate steps.

Figure 1: Highlights the training paradigm with the pro-
posed batch-composition technique for a batch with Pos-
itive Samples. The batch consists of training samples,
with the same Query-Document composition across En-
glish and non-English to maintain same semantic con-
sistency during training, where the LLM is expected to
respond; "Yes, answer is present" or "I don’t know" for
the training samples.

Batch Composition Each training batch includes
k samples of the same topic, each in a different lan-
guage. The batch size is determined by the number
of languages included and controlled via ablation
studies. This composition enforces the model to
generate consistent outputs for semantically equiva-
lent inputs across languages within a single update.

3.2 Multilingual Dataset Construction

To enable systematic evaluation of multilingual rea-
soning and generation, we construct a multilingual
question-answering dataset based on the NoMIR-
ACL RAG framework. The dataset consists 500
documents, across diverse business-related topics
spanning domains such as science, technology, ad-
vertising, and marketing. Each topic is translated
by humans into six non-English languages (Ara-
bic, Spanish, French, Japanese, Portuguese, and
Chinese) in addition to English, ensuring semantic
equivalence across languages.

For each topic, two distinct queries are designed
that can be answered using a single relevant docu-
ment. The dataset is constructed as follows:

• Positive Samples: Each sample consists of
a query along with one relevant document &
nine irrelevant documents selected from the
same business domain but unrelated to the
query, to simulate challenging retrieval condi-
tions.

• Negative Samples: Each sample consists of
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Figure 2: Highlights the high-level data-pipeline used to
create the dataset. Each query is mapped by the Dataset
Constructor to create a positive & negative sample with
corresponding documents of the respective language.

a query along with ten irrelevant documents
from the same domain, ensuring that no docu-
ment directly answers the query.

This design results in 2,000 samples (posi-
tive & negative) per language. To ensure a fair
cross-lingual evaluation, all contextual informa-
tion, including queries and documents, is semanti-
cally consistent across languages. This controlled
data set facilitates a rigorous analysis of mul-
tilingual reasoning and generation performance.
Figure 2 illustrates our pipeline for construct-
ing datasets, where queries and documents from
human-annotated and translated databases are com-
bined to form structured positive and negative sam-
ples for batch alignment training in a RAG setup.
Additional details of prompt design and design ra-
tional are in the Appendix A.3.2 & A.3.3.

3.3 Alignment Finetuning
We adopt recent preference optimization methods:
Direct Preference Optimization (DPO) (Rafailov
et al., 2024) and Odds-Ratio Preference Optimiza-
tion (ORPO) (Hong et al., 2024b), to optimize
cross-lingual alignment. These approaches use pair-
wise preference signals derived from multilingual
sample rankings within batches to guide the model
towards consistent reasoning across languages. In-
spired by Shaham et al. (2024), who demonstrated
that minimal multilingual instruction tuning yields
substantial cross-lingual generalization, we extend
this principle to batch-level optimization, leverag-
ing fine-grained multilingual supervision.
Training Procedure Models are fine-tuned un-
der the batch alignment paradigm with DPO and
ORPO objectives. Standard finetuned models (un-
coupled) use the same optimization methods, but

with standard batch composition where samples
from different topics and languages are randomly
shuffled, providing no explicit multilingual align-
ment signal. Our method only changes batch com-
position; there are no extra critics/reward calls, no
new parameters, and no inference overhead. In-
frastructure details are available at Appendix A.3.

4 Experimental Setup

We describe our controlled RAG experimental
setup, evaluation metrics, and the core research
questions; see Appendix A.3 for further details.

4.1 Controlled RAG Setup

To isolate the effect of our alignment strategy on
multilingual generation, we conduct all evalua-
tions within a RAG framework where the retrieval
component is fixed and identical across languages.
Specifically, for each query, the same set of docu-
ments is used, translated equivalently across lan-
guages, ensuring that the quality of the retrieval
does not confound the performance of the genera-
tion. Furthermore, based on the documents in the
context, the LLM has to respond according to the
prompted instruction (see Appendix A.3.2).

Instruction Language Control. We fix the in-
struction/query template to English to control
prompt-style variance and isolate cross-lingual
conditioning from the content language. Docu-
ments are fully localized per language; only the
instruction remains constant. This removes prompt-
translation confounds in our controlled RAG probe
— retrieval is fixed and identical across languages,
so differences reflect generation/alignment rather
than retriever noise or prompt phrasing. The sam-
pler itself is anchor-agnostic, but including En-
glish as a high-resource anchor yields the best non-
English gains (see Fig. 4), while English remains
stable. Extended discussion and localized-prompt
variants appear in Appendix A.3.3.

Evaluation Setup. Our dataset of 2,000 samples
per language is split into 70% training & 30% test-
ing, balanced across positive and negative samples.
Accuracy is used as the primary evaluation metric
due to the binary classification nature of the task:
the model must determine if the answer is present
or absent based on the query-document pair.

Rationale for Accuracy Metric. Given the con-
trolled binary-response format (A.3.2) (i.e., “Yes,
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Figure 3: LLM (instruct versions) accuracy in English (left) and averaged over six non-English languages (right)
for Baseline, Default ORPO (uncoupled), and ORPO with batch alignment (Ours). Batch alignment substantially
improves non-English accuracy and cross-lingual consistency. See Table 8 for full results.

the answer is present” or “I don’t know”) uniformly
applied across languages, exact match accuracy
provides a direct, interpretable measure of reason-
ing and generation correctness. Since the retrieval
is fixed, accuracy differences directly reflect the
model’s multilingual reasoning and generation con-
sistency. Thus, additional multilingual consistency
metrics are unnecessary in this controlled setting.

Statistical Reporting. We report point esti-
mates (accuracy/exact match (EM) %, perplexity)
and compute 95% bootstrap confidence intervals
(B=1000) for all results. Pairwise comparisons
on the same test items use McNemar’s test for ac-
curacy/EM (significance at p < 0.01) and paired
bootstrap CIs for perplexity deltas. Claims of im-
provement are made only when the corresponding
test is significant. Rest (avg.) is the macro-average
over non-English languages. CIs are displayed in
Table [X]; due to space, other tables/figures report
point estimates, computed with the same proce-
dure.

4.2 Research Questions

To rigorously evaluate the effectiveness and gen-
eralizability of our batch alignment strategy, we
organize our experiments around the following re-
search questions:
RQ1: Does the proposed batch alignment method
improve multilingual consistency in reasoning and
generation across languages?
RQ2: Can the alignment technique scale to unseen
languages under the same task ?

RQ3: Does the proposed alignment approach gen-
eralize to out-of-domain tasks beyond RAG?
RQ4: Does batch-alignment enhance other lan-
guage modeling aspects such as fluency and seman-
tic understanding?

We conduct ablation studies to assess the influ-
ence of English as an anchor language, batch size,
& the use of machine-translated data for alignment.

5 Results

We present empirical results for each research ques-
tion. Baseline LLMs exhibit substantial multilin-
gual inconsistency in the RAG setup, with an ac-
curacy drop up to 29% in non-English languages
(Table 5, Appendix B). The following subsections
detail how our batch alignment strategy mitigates
these gaps.

5.1 RQ1: Impact of Batch Alignment on
Multilingual Consistency

We evaluated whether our proposed batch align-
ment strategy effectively improves multilingual
consistency within RAG setups. Figure 3 compares
the performance of three distinct setups: Baseline
(pre-trained model), Default ORPO fine-tuning (un-
coupled), and ORPO with batch alignment (ours):
on English (left) and non-English languages (right).
English Results: ORPO fine-tuning significantly
improves English accuracy over the baseline across
all models. However, the incremental improve-
ment from the default ORPO to ORPO with batch-
alignment (ours) is minimal, indicating limited ad-
ditional benefit for high-resource languages that
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Model English Rest (avg.)

Baseline ORPO (ours) Baseline ORPO (ours)

Mixtral-8x22B 74.2 80.2 41.7 44.3
Llama-3-1-70B 73.6 79.2 33.7 37.8
Llama-3-70B 65.8 74.1 32.6 35.9

Table 1: Accuracy (%) of baseline and ORPO with batch
alignment (ours) on English and the average across four
unseen languages (Rest (avg.)) demonstrating the cross-
lingual generalization enabled by our alignment strat-
egy.

are already well represented during pre-training.
Non-English Results: In contrast, our batch align-
ment strategy yields substantial gains in multilin-
gual accuracy compared to the default ORPO fine-
tuning. Models such as Llama-3.1, which initially
exhibit large multilingual performance gaps, ben-
efit the most from our alignment method. This
trend is consistent across various models, empha-
sizing the universal advantage of explicit multilin-
gual alignment in reducing inherent model biases.
Table 6 and Table 8 in Appendix B provide detailed
results across individual languages and models, fur-
ther reinforcing these findings.

5.2 RQ2: Generalization to Unseen
Languages

We evaluate generalization on four unseen lan-
guages (Thai, Vietnamese, Hungarian, Romanian).
ORPO with batch-alignment (ours) consistently
outperform baselines in these languages (Table 1);
for example, Mixtral-8x22B and Llama-3-70B
achieve accuracy gains of up to 4.1%. This demon-
strates that our batch alignment strategy enhances
intrinsic cross-lingual generalization beyond the
languages seen during fine-tuning. Table 7 in Ap-
pendix B expands the per language break-up and
confidence-interval results.

5.3 RQ3: Generalization to Out-of-Domain
Tasks

Next, we validate our method’s robustness by
evaluating on more complex and diverse multi-
lingual benchmarks such as Multilingual MMLU
(MMMLU) and MGSM, which require exten-
sive reasoning beyond retrieval-based QA. Table
2 clearly shows that our aligned models consis-
tently outperform the pre-trained baselines on the
MMMLU benchmark. We observe average perfor-
mance gains of 3.9% for DPO (ours) and 4.2% for
ORPO (ours) across multiple models, highlighting
our method’s robust generalization and its effective-
ness in enhancing complex multilingual reasoning.

Similarly, on the challenging MGSM bench-
mark (Table 3), our alignment strategy significantly
boosts exact-match accuracy across all models.
Larger models like Llama-3.1-70B achieve striking
improvements (from 57.2% to 74.9%), underscor-
ing the scalability and effectiveness of our batch
alignment approach for sophisticated multilingual
reasoning tasks.

Models Baseline DPO
(Ours)

ORPO
(Ours)

Mistral-7B-v0.1 45.6 48.8 48.8
Mistral-7B-v0.2 47.7 49.3 50.0
Mistral-7B-v0.3 50.7 52.6 53.1
Mixtral-8x22B-v0.1 75.2 77.2 77.6
Llama-3-8B 49.0 59.4 59.5
Llama-3-70B 73.7 76.5 76.8
Llama-3.1-8B 61.8 68.4 68.4
Llama-3.1-70B 79.9 82.6 83.0

Table 2: Accuracy of baseline & batch-aligned models
(Ours) on the MMMLU benchmark, highlighting con-
sistent gains from our approach.

Model Avg. Perf
(Baseline)

Avg. Perf
(ORPO Ours)

Mistral-7B-v0.1 14.4 21.3
Mistral-7B-v0.2 19.5 25.0
Mistral-7B-v0.3 15.3 27.0
Mixtral-8x22B-v0.1 26.7 33.8
Llama-3-8B 28.1 34.9
Llama-3-70B 67.9 71.8
Llama-3.1-8B 30.1 39.3
Llama-3.1-70B 57.2 74.9

Table 3: Average Exact Match Accuracy of each model
on MGSM benchmark, baseline and batch-aligned
(ORPO ours) model.

5.4 RQ4: Broader Language Modeling
Improvements

Finally, we investigate whether batch alignment
enhances broader aspects of language modeling be-
yond accuracy, focusing specifically on fluency and
semantic comprehension. To this end, we evaluate
on LAMBADA (multilingual), a close-style bench-
mark measuring contextual fluency and prediction,
and PAWS-X, which tests cross-lingual paraphrase
recognition and semantic understanding.

Table 4 reports performance on the LAMBADA
(multilingual) and PAWS-X benchmarks. Our
ORPO batch-aligned models consistently achieve
lower perplexity scores and higher accuracy on
LAMBADA, demonstrating improved fluency and
coherence in multilingual text generation. Sim-
ilarly, PAWS-X accuracy increases significantly
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Model LAMBADA Perplexity ↓ LAMBADA Accuracy (%) ↑ PAWS-X Accuracy (%) ↑
Baseline ORPO (ours) Baseline ORPO (ours) Baseline ORPO (ours)

Mistral-7B-v0.1 54.9 49.8 30.6 37.3 61.8 63.9
Mistral-7B-v0.2 37.7 33.1 34.0 38.5 64.3 69.9
Mistral-7B-v0.3 29.2 24.8 36.2 39.9 63.2 69.7
Mixtral-8x22B-v0.1 11.0 8.2 44.8 49.7 61.0 64.1
Llama-3-8B 35.9 28.5 34.8 40.8 62.4 65.6
Llama-3-70B 27.2 19.5 37.1 42.6 59.4 64.9
Llama-3.1-8B 33.3 25.7 35.3 41.9 65.4 70.1
Llama-3.1-70B 21.1 15.0 38.7 43.4 60.7 66.1

Table 4: Performance comparison of Baseline and ORPO batch-aligned (ours) models on two benchmarks: LAM-
BADA for Perplexity (lower is better) & Accuracy (%), and PAWS-X for Accuracy (%).

across all tested models, indicating enhanced se-
mantic understanding and better multilingual para-
phrase recognition capabilities.

These broader language modeling improvements
affirm the comprehensive benefits of our batch
alignment method, extending beyond our con-
trolled binary RAG probe: the same gains hold on
MMMLU, MGSM, PAWS-X, and LAMBADA
and are significant, enhancing the linguistic qual-
ity and semantic precision of multilingual models.
We provide detailed results for each model and
language in Appendix B.

5.5 Qualitative Error Analysis

Where errors arise. In our controlled binary RAG
probe, retrieval, index, and negatives are held fixed
across languages, and outputs are constrained to
Yes / I don’t know. Residual mistakes therefore re-
flect generation-/alignment-/calibration-side issues
rather than retrieval or grading artifacts.
Patterns relative to English. Because the instruc-
tion/query template is fixed to English while doc-
uments are localized, we frequently observed co-
occurrence of errors: items wrong in English re-
main wrong in non-English runs, indicating model-
intrinsic reasoning limits rather than language-
specific lexical issues. Conversely, we do not ob-
serve items correct in non-English but wrong in En-
glish, consistent with English remaining a strong
anchor.
Data validation. The documents/queries are fac-
tual and human-translated; we found no systematic
cultural or language bias. We also verified the
translated data against each model’s tokenizer and
observed no unknown-token artifacts (e.g., [unk]
token).

6 Ablation Studies

Key ablation findings are summarized below; full
details are in Appendix C.

High-Resource Languages (C.1): Adding En-
glish as an anchor in training consistently boosts
non-English accuracy, e.g., Mixtral-8x22B rises
from 66.3% to 76.0%,with an average gain of 9.8%
across models (Fig. 4, Table 9 & 10).
Machine-Translated Data (C.2): Training with
machine-translated data yields strong gains, though
slightly below manual translations, confirming scal-
ability and practicality for batch-alignment (Fig. 5).
Batch Size (C.3): Larger batch sizes enhance mul-
tilingual accuracy by providing richer cross-lingual
signals. Performance gains are consistent at higher
batch sizes, underscoring the benefit of structured
batch diversity in alignment (Fig. 6).
Model Size (C.4): We observe a weak positive cor-
relation between model size and language improve-
ment for both DPO and ORPO (Fig. 7), indicating
that simply increasing model size does not fully
close the multilingual performance gap.

7 Discussion

Our experiments demonstrate that batch-alignment
is an effective and robust strategy for improving
multilingual consistency in LLMs across varied
tasks and benchmarks.
Impact on Multilingual Consistency. Batch align-
ment consistently improves non-English accuracy
without affecting English performance (RQ1). We
find that including high-resource languages, espe-
cially English, as anchors in each batch is crucial
for reducing multilingual disparities, likely by facil-
itating internal cross-lingual alignment within the
model, For instance, including English increases
non-English accuracy by an average of 9.8% across
models (see Fig. 4).
Generalization to Unseen Languages and Tasks.
The ability to generalize to unseen languages (RQ2)
further emphasizes the intrinsic multilingual capa-
bilities enhanced by batch alignment. Our batch-
aligned (ORPO) models not only outperform base-
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line models on seen languages but also exhibit mea-
surable improvements on languages never encoun-
tered during fine-tuning. This outcome underscores
the broader applicability of our technique beyond
the original training context.

Moreover, results on out-of-domain benchmarks
such as MMMLU & MGSM (RQ3) provide strong
evidence for the broader generalizability of our
alignment approach. Our method notably enhances
multilingual reasoning and knowledge-intensive
tasks, showcasing its value beyond retrieval-based
scenarios. Such generalization is particularly rele-
vant for practical deployments where model adapt-
ability across tasks and domains is crucial.
Broader Implications for Language Modeling.
Beyond accuracy improvements, batch alignment
substantially improves model fluency, coherence,
and semantic understanding, as demonstrated by
reductions in perplexity on LAMBADA (multilin-
gual) & accuracy gains on the PAWS-X benchmark
(RQ4). These broader improvements underscore
that our alignment method fundamentally enhances
multilingual language modeling rather than merely
optimizing task-specific metrics. Thus, our tech-
nique contributes significantly towards building
more reliable, coherent, and linguistically nuanced
multilingual models.
Insights from Ablation Studies. Our detailed abla-
tion studies provide critical insights as we observe
that larger batch sizes consistently enhance multi-
lingual accuracy, with performance gains persisting
across all tested batch sizes & models, emphasiz-
ing the critical role of cross-lingual signal diversity
within batches. Additionally, experiments with
machine-translated data indicate that while manual
translation remains superior, machine-translated
data also delivers substantial performance improve-
ments (up to 15.1%). This finding significantly
enhances the practical feasibility of our method,
especially in resource-limited scenarios.

8 Conclusion

We present a practical batch alignment strategy for
fine-tuning large language models, substantially im-
proving multilingual consistency in the generation
component of RAG systems. Our approach, built
on DPO and ORPO, yields up to a 23.9% gain in
non-English task accuracy with no trade-off in
English performance, closing the multilingual gap
critical to real-world deployments.

This method is simple to integrate into existing

LLM pipelines, requires only parallel or machine-
translated data, and delivers immediate benefits for
industry applications, enabling robust, equitable
customer support, virtual assistants, and informa-
tion retrieval in any language. Our ablation studies
offer actionable guidance: English anchoring is es-
sential, machine translation is viable for scaling,
and batch size can be tuned to resource constraints.

By making multilingual alignment more accessi-
ble and practical, we empower global enterprises to
serve diverse linguistic markets, reduce operational
risk, and increase user satisfaction. Our findings
suggest that LLMs possess latent multilingual rea-
soning and generation capabilities, which can be
surfaced and enhanced through targeted alignment,
opening new directions for robust, equitable AI
across languages.

9 Limitations

While our findings demonstrate robust improve-
ments, several limitations offer directions for future
research. First, our study primarily focuses on high-
resource languages as alignment anchors, raising
the question of how low-resource language align-
ment might benefit from leveraging intermediate-
resource languages. Second, despite notable im-
provements, the reliance on preference-based opti-
mization methods such as DPO and ORPO intro-
duces complexity in training setups, warranting ex-
ploration of simpler and more scalable optimization
techniques. Finally, evaluating alignment strate-
gies in highly noisy or real-world user-generated
or synthetic multilingual datasets remains an open
challenge, essential for practical deployments.

Furthermore, the study does not explore the im-
pact of long, noisy sequences that are often present
in real-world multilingual data. Such sequences
may adversely affect the alignment process and
model performance. Future work should address
these gaps by expanding language coverage, evalu-
ating the effect of noisy sequences, and assessing
the viability of synthetic data for training.

10 Ethical Considerations

Our work aims to advance equitable access to AI
by reducing performance disparities between high-
resource and low-resource languages, thereby sup-
porting fairer and more inclusive multilingual tech-
nologies. By promoting consistency across lan-
guages, our approach can help mitigate language-
based biases that have historically limited access
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to high-quality AI services for underrepresented
linguistic communities.

However, ethical deployment also requires care-
ful attention to data quality & representation. Over-
reliance on machine-translated/synthetic data could
inadvertently amplify errors or encode unintended
biases from dominant language corpora. We rec-
ommend ongoing benchmarking & transparent re-
porting of multilingual model behavior, especially
for languages with limited resources, to minimize
potential harms & maximize societal benefit.
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A Appendix

A.1 Extended Related Works

Multilingual Consistency in Large Language
Models. Recent advances in multilingual LLMs
aim to extend the capabilities of LLMs to a broad
spectrum of languages, including low-resource
and non-Latin scripts enabling systems like RAG.
Nezhad and Agrawal (2024) analyzed factors in-
fluencing LLM performance across over 200 lan-
guages, showing that pretraining data size predom-
inantly governs seen-language performance, while
script type and language family are key for unseen
languages. This underscores the importance of bal-
anced and diverse pretraining data to achieve con-
sistent multilingual performance. Zhao et al. (2024)
studied the internal mechanisms of multilingual
LLMs and revealed a prevalent “English-centric”
reasoning phenomenon, where models often per-
form intermediate reasoning steps in English before
generating outputs in the target language. This be-
havior contributes to cross-lingual inconsistencies
across enterprise applications with global customer
base, motivating methods targeting internal align-
ment.

Cross-Lingual Transfer and Preference Align-
ment. Cross-lingual knowledge transfer remains
essential for robust multilingual LLMs. Zhu
et al. (2024) assessed LLM translation capabili-
ties, noting that although models like GPT-4 im-
prove high-resource language performance, they
still lag behind specialized supervised systems in
low-resource scenarios. Fine-tuning has shown
promise over in-context learning, particularly for
low-resource languages (Asai et al., 2024). Addi-
tionally, Shaham et al. (2024) proposed minimal
multilingual instruction tuning, demonstrating that
even limited multilingual data can significantly en-
hance cross-lingual generalization and instruction
following on unseen languages.

Recent research has expanded the landscape of
multilingual alignment and consistency in LLMs.
MAPO (She et al., 2024) employs multi-stage,
translation-based preference optimization to align
multilingual LLMs, while Language Imbalance
Driven Rewarding (Yang et al., 2024) addresses
training imbalances to improve fairness and accu-
racy. Zeng et al. (Zeng et al., 2025) show that
LLMs naturally develop a shared internal represen-
tation during multilingual training, supporting the
idea that intrinsic multilingual reasoning can be
optimized through targeted alignment.

Several very recent works propose complemen-
tary strategies. Zhu et al., 2023 and Lin et al.,
2024 explore cross-lingual instruction tuning, lever-
aging explicit translation tasks and mixed datasets
to boost non-English and cross-lingual abilities,
with a particular emphasis on data allocation and
scaling. (Dang et al., 2024) and (She et al., 2024)
advance preference-based optimization for multi-
lingual LLMs, using reward models, synthetic or
human preference data, and in some cases exter-
nal translation models to align non-English outputs
with English anchors.

In contrast, our work achieves multilingual
alignment by directly leveraging semantically
equivalent multilingual data within each training
batch—without requiring explicit translation su-
pervision, reward models, or preference data.
This simple, batch-level alignment enables robust
multilingual consistency and scalability for indus-
try deployment. Our approach is orthogonal and
complementary to recent advances, providing a
more straightforward and resource-efficient alter-
native for practical multilingual LLM alignment.

Multilingual Consistency in RAG. Ensuring
consistent multilingual reasoning and generation
within RAG systems is a challenging problem, crit-
ical to enterprise applications which serve the same
information across different languages to a global
user-base (Pattnayak et al., 2025a; Meghwani et al.,
2025; Singh, 2023, 2021). The NoMIRACL bench-
mark (Thakur et al., 2023) was introduced to rig-
orously evaluate RAG model’s ability to maintain
factual consistency across languages by pairing
queries with relevant and irrelevant documents in
multiple languages. (Zhang et al., 2024) focus
on penalizing English responses to non-English
prompts, addressing output language consistency
without using multilingual data for fine-tuning,
while effective, challenges remain due to differ-
ences in topic distributions and retrieval noise
across languages and data types (Dua et al., 2025;
Singh, 2022). Zhang et al. (2023) further demon-
strated challenges faced by multilingual LLMs with
code-switched inputs, emphasizing the need for
specialized training to handle linguistically com-
plex scenarios.

Recent benchmarks like BUFFET (Asai et al.,
2024), MMMLU (OpenAI, 2024), MGSM (Cobbe
et al., 2021; Shi et al., 2022), LAMBADA Multi-
lingual (EleutherAI, 2024; Paperno et al., 2016),
PAWS-X (Yang et al., 2019) and xSTREET (Li
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et al., 2024a) reveal that LLMs still struggle to
maintain consistent reasoning across languages, in-
dicating that fundamental challenges remain; moti-
vating the need for alignment-focused methods.

Our approach advances this by proposing a
batch-wise alignment strategy using semantically
equivalent multilingual data within each training
batch, enabling direct alignment of reasoning and
generation across languages during fine-tuning
without dependence on external translation, re-
wards models or retrieval components.

Extensive Pre-training for Improved Transla-
tion. Lu et al., 2024 addressed gaps in multilin-
gual capabilities by developing LLaMAX, a lan-
guage model designed for enhanced translation
across over 100 languages. Their approach in-
volved extensive multilingual pretraining with data
augmentation and vocabulary expansion, leading to
significant improvements in both high-resource and
low-resource translation tasks. This study demon-
strates the importance of robust multilingual pre-
training to boost LLMs’ language generation capa-
bilities.

Multilingual Pretraining and LLMs. Multilin-
gual pretraining has been central to improving the
performance of LLMs across different languages,
providing a means to develop models that gener-
alize effectively across diverse linguistic domains.
Early models like mBERT (Devlin, 2018; Pires,
2019) laid the groundwork by showing that shared
embeddings could facilitate cross-lingual transfer.
However, models such as XLM-R (Conneau, 2019),
with its large-scale pretraining on 2 terabytes of
CommonCrawl data across 100 languages, demon-
strated significant improvements in multilingual
understanding, outperforming mBERT on bench-
marks such as XNLI (Conneau et al., 2018) and
MLQA (Lewis et al., 2019).

mT5 (Xue et al., 2021) further improved on these
models by unifying the text-to-text framework for
multilingual tasks, supporting a wide range of NLP
tasks across 101 languages. LaBSE v2, released in
2023, builds on LaBSE (Feng et al., 2020) and em-
ploys enhanced language-agnostic training objec-
tives to achieve superior cross-lingual sentence em-
beddings. This model is particularly well-suited for
sentence-level tasks like retrieval and paraphrasing
across 200 languages, including many low-resource
languages, offering improvements over prior mod-
els by incorporating alignment techniques for better
sentence representation. Furthermore, XGLM (Lin

et al., 2021), an autoregressive language model
trained on massive multilingual data, has become
a recent state-of-the-art approach for multilingual
tasks, using a probabilistic approach to model lan-
guage sequences.
Multilingual Fine-tuning Strategies. Fine-tuning
multilingual models for specific tasks like docu-
ment understanding (Agarwal et al., 2025b; Yin
et al., 2024; Patel et al., 2024; Panda et al., 2025a),
video understanding (Agarwal, 2021; Agarwal
et al., 2025a; Thomas et al., 2025), clinical tri-
als (Pattnayak et al., 2025c), and accessible ap-
plications (Panda et al., 2025b,c,d) has evolved
rapidly in recent years along with applications re-
quiring both multi-modal and multilingual capabil-
ities from models (Pattnayak et al., 2024). A key
advancement is the use of adapter layers (Houlsby
et al., 2019), which enable task-specific fine-tuning
without modifying the entire model, resulting in
reduced computational overhead. AdapterFusion
(Pfeiffer et al., 2020) further extends this by fusing
knowledge from multiple task-specific adapters,
allowing for better transfer across tasks and lan-
guages.

A growing body of research has shown that fine-
tuning on typologically similar languages can im-
prove performance on low-resource languages (Pat-
tnayak et al., 2025b). Lauscher et al., 2020 demon-
strated the effectiveness of cross-lingual transfer
learning through multilingual fine-tuning, showing
that models fine-tuned on a high-resource language
(e.g., Spanish) could improve performance on a
related low-resource language (e.g., Catalan).

Recent studies have also explored multilingual
multi-task learning (MTL) as a fine-tuning strat-
egy. Tarunesh et al., 2021 proposed a new multi-
task learning approach that fine-tunes multilingual
models across several NLP tasks simultaneously,
including machine translation, summarization, and
question answering. Their results showed that train-
ing models on multiple tasks simultaneously can
lead to performance improvements in individual
tasks, particularly for low-resource languages.

Alignment Strategies for Multilingual Mod-
els. Beyond retrieval, aligning multilingual mod-
els internally has gained interest, which we fur-
ther study in Appendix A.1. Recent methods ex-
plore multi-task and preference-based fine-tuning
to reduce language biases and improve consistency
(Patel et al., 2025a; Rafailov et al., 2024; Hong
et al., 2024b; She et al., 2024; Yang et al., 2024;
Zeng et al., 2025). Our approach advances this by
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proposing a batch-wise alignment strategy using se-
mantically equivalent multilingual data within each
training batch, enabling direct alignment of gener-
ation across languages during fine-tuning without
dependence on external translation or retrieval com-
ponents.

A.2 Preliminaries

Direct Preference Optimization (DPO). DPO
(Rafailov et al., 2024) is an implicit reward model
for RLHF (Bai et al., 2022; Kirk et al., 2023) that
ensures optimal policy to solve RLHF with a stan-
dard classification loss without needing RL to align
human preference. Intuitively, it ensures a robust
LLM fine-tuning without excessive hyperparameter
tuning in a RL-free training environment, aligning
LLMs with human preferences. Likewise, DPO
is a straightforward method that can maximize the
reward with KL-divergence constraint and find op-
timal policy based on a binary cross-entropy objec-
tive that enables simple training paradigm without
additional RL overhead.
Odds-Ratio Preference Optimization (ORPO).
OPRO (Hong et al., 2024a) is a supervised fine-
tuning (SFT) based preference alignment optimiza-
tion method. Unlike DPO and RLHF, which
typically need a separate reference model with
SFT, whereas ORPO does not require a reference
model by weakly penalizing undesired generations
and pass strong adaptation signal for selective re-
sponses with an odd-ratio term.

A.3 Extended Experimental Setup

Evaluation & Dataset. We first evaluate pre-
trained LLM performance & instruction tuned
LLM using standard DPO/ORPO training with-
out batch modification as a control. We then apply
our modified batch construction, where each batch
contains different language versions of the same
topic. The dataset is designed to provide consis-
tent context across languages, and is split 70% for
training, and 30% for testing, ensuring balanced
representation across topics and business domains.
Evaluation Models. We evaluate eight open-
sourced models,including three versions of the
Mistral-7B (Jiang et al., 2023) model, specifically
v0.1, v0.2, v0.3, Mixtral-8x22B (Jiang et al., 2024)
model, and four models from the Llama family
(Touvron et al., 2023; Dubey et al., 2024), specif-
ically one 8B and one 70B model from versions
3 and 3.1, respectively. Unless otherwise stated,

all LLMs referenced in this work are their in-
struct/tuned versions.
Training Pipeline. Figure 1 highlights the training
paradigm for the proposed batch-alignment train-
ing. The LLMs are fine-tuned using both stan-
dard and modified DPO/ORPO training methods.
We use a learning rate of 5e-6, batch size of 7,
and a maximum sequence length of 4096 tokens.
Training is performed for 3 epochs using mixed-
precision on 4 NVIDIA A100 GPUs to reduce
memory footprint and improve computational effi-
ciency.

A.3.1 Metrics for Evaluation
We use Accuracy as the primary evaluation met-
ric, as it effectively captures both true positives
and true negatives, reflecting the model’s ability
to reason consistently across multiple languages.
Since our setup ensures that the model is expected
to generate predefined responses (i.e., "Yes, the an-
swer is present" or "I don’t know"), we use exact
match accuracy to determine correctness against
the ground truth. Unlike the NoMIRACL bench-
mark, which evaluates Hallucination Rate and Error
Rate, we argue that Accuracy is a more compre-
hensive measure of reasoning consistency in multi-
lingual settings. Hallucination Rate focuses solely
on incorrect additions of information, while Error
Rate does not differentiate between systematic gen-
eration errors and retrieval-induced inconsistencies.
In contrast, Accuracy reflects the true end-to-end
reasoning capability of the model across different
languages, making it the most direct measure of
multilingual consistency.

While accuracy is well-suited to our binary QA
formulation, we acknowledge the value of com-
plementary metrics (such as semantic similarity or
human evaluation) for more nuanced assessments
of multilingual alignment across diverse textual
and visual tasks (Agarwal et al., 2025c; Patel et al.,
2025b).

A.3.2 Prompt Design
Following NoMiracl, we use a structured prompt to
query the LLM during training and evaluation. The
prompt is designed to provide a consistent query
format across all languages:

I will give you a question and
several contexts containing
information about the question.
Read the contexts carefully.
If any of the contexts answers

130



Models Baseline

English Arabic Spanish French Japanese Portuguese Chinese Rest (avg.)

Mistral-7B-Instruct-v0.1 56.0 7.0 51.4 50.6 37.6 51.4 49.8 41.3
Mistral-7B-Instruct-v0.2 64.0 57.2 63.0 61.0 61.2 63.6 61.6 61.3
Mistral-7B-Instruct-v0.3 70.4 55.6 65.8 66.8 62.8 70.6 62.6 64.0
Mixtral-8x22B-Instruct-v0.1 74.2 57.2 71.2 71.4 65.4 69.8 62.8 66.3
Llama-3-8B-Instruct 56.0 50.6 57.4 44.0 49.6 54.8 54.4 51.8
Llama-3-70B-Instruct 65.8 60.8 64.4 60.9 63.2 63.4 63.8 62.8
Llama-3.1-8B-Instruct 59.2 24.8 38.4 6.8 49.4 29.0 50.4 33.1
Llama-3.1-70B-Instruct 73.6 45.6 19.6 50.4 65.8 22.6 65.4 44.9

Table 5: Accuracy results of pre-trained LLMs for English and six non-English languages. The ’Rest (avg.)’ column
shows the average accuracy for non-English languages, highlighting a performance gap with English.

the question, respond as either
“Yes, answer is present”
or “I don’t know”:
QUESTION: {query}
CONTEXTS:
[1] {Passage title}: {Passage text}
[2] {Passage title}: {Passage text}
...
[10] {Passage title}: {Passage text}
OUTPUT:

The prompt in our dataset is designed to simulate
a typical RAG system, where each passage is re-
trieved from a knowledge source. During training
and evaluation, every passage addresses the same
topic but is presented in a different language.

A.3.3 Design Rationale
We use a single relevant document per query, in
line with the NoMIRACL framework, to ensure a
controlled and interpretable evaluation of multilin-
gual consistency, free from confounding effects of
retrieval quality or relevance ranking. The binary
classification setup enables straightforward exact-
match evaluation, providing a robust measure of
cross-lingual reasoning alignment.

We also standardize on English prompts for
experimental clarity and reproducibility. How-
ever, our approach can be readily adapted to use
other high-resource languages as alignment an-
chors, making it extensible to different multilingual
scenarios.

B Extended Results

Baseline Performance: Table 5 shows the per-
formance of pre-trained LLMs (Baseline) without
the application of DPO/ORPO or batch alignment
method. The performance gap between English and
non-English languages is significant, with an aver-
age gap of (11.71%) across all models. The largest

gap is observed in the Llama-3.1-8B model, where
English outperforms the average of the other lan-
guages by (28.7%). Mistral-7B models show grad-
ual improvements across versions, with Mistral-
7B-v0.3 performing better than it’s previous ver-
sions, particularly in English and Portuguese. The
Mixtral-8x22B model performs consistently well
across languages, particularly excelling in English,
Spanish, and French.

In contrast, the Llama-3 family shows varying
performance, with the Llama-3-70B model outper-
forming the 8B version across all languages. The
Llama-3.1-8B model particularly struggles with
Arabic and French, while its 70B counterpart under-
performs in Spanish and Portuguese, highlighting
inconsistent performance of the Llama-3.1 models
across different sizes and languages.
Impact of Batch Alignment on DPO & ORPO:
Table 6 compares the performance of models under
default DPO settings and our proposed batch align-
ment method (with Batch Size = 7). Under default
DPO, the performance gap between English and
non-English languages increases to (13.9%), as
the models become more optimized for English.
However, with our batch alignment method ap-
plied to DPO, this gap is significantly reduced to
an average of (4.1%), with a maximum improve-
ment of (23.9%) observed in the Llama-3.1-8B
model, which had initially struggled the most. This
demonstrates that our method is particularly effec-
tive in boosting the performance of weaker models
in non-English languages. Mistral-7B-Instruct v0.3
continues to show the best results in both English
and non-English tasks, particularly excelling in
English, Portuguese, and French, while Mixtral-
8x22B also demonstrates substantial gains across
all languages. Even for models that initially un-
derperformed, such as Llama-3.1-8B, our batch
alignment method leads to marked improvements
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Models DPO Finetuning (Default)

English Arabic Spanish French Japanese Portuguese Chinese Rest (avg.)

Mistral-7B-Instruct-v0.1 60.3 27.2 54.6 54.6 44.4 57.7 52.5 48.5
Mistral-7B-Instruct-v0.2 73.5 61.2 66.4 65.8 64.2 66.2 67.6 65.2
Mistral-7B-Instruct-v0.3 76.3 62.3 66.8 67.4 65.3 71.5 68.9 67.0
Mixtral-8x22B-Instruct-v0.1 79.3 63.4 72.9 72.6 67.9 72.1 69.6 69.8
Llama-3-8B-Instruct 65.8 61.9 58.3 55.4 60.8 55.9 55.8 58.0
Llama-3-70B-Instruct 73.6 64.8 64.4 69.0 67.2 61.8 68.8 66.0
Llama-3.1-8B-Instruct 68.2 32.3 43.4 21.5 52.3 34.3 52.3 39.4
Llama-3.1-70B-Instruct 78.8 48.6 29.4 54.5 68.9 32.3 69.5 50.5

Models DPO + Ours (Batch Size = 7)

English Arabic Spanish French Japanese Portuguese Chinese Rest (avg.)

Mistral-7B-Instruct-v0.1 60.3 45.6(+18.4) 58.6(+4.0) 57.6(+3.0) 55.6(+11.2) 57.7(+0.0) 54.9(+2.4) 55.0(+6.5)

Mistral-7B-Instruct-v0.2 73.5 68.6(+7.4) 70.2(+3.8) 69.6(+3.8) 69.5(+5.3) 72.2(+6.0) 71.6(+4.0) 70.3(+5.1)

Mistral-7B-Instruct-v0.3 76.3 71.6(+9.3) 72.6(+5.8) 73.5(+6.1) 71.2(+5.9) 74.5(+3.0) 72.9(+4.0) 72.7(+5.7)

Mixtral-8x22B-Instruct-v0.1 79.3 72.5(+9.1) 75.6(+2.7) 74.6(+2.0) 76.6(+8.7) 74.6(+2.5) 75.6(+6.0) 74.9(+5.1)

Llama-3-8B-Instruct 65.8 63.8(+1.9) 61.2(+2.9) 62.3(+6.9) 64.3(+3.5) 62.4(+6.5) 61.3(+5.5) 62.6(+4.6)

Llama-3-70B-Instruct 73.6 71.2(+6.4) 73.0(+8.6) 73.2(+4.2) 72.1(+4.9) 69.5(+7.7) 71.0(+2.2) 71.7(+5.7)

Llama-3.1-8B-Instruct 68.2 65.5(+33.2) 62.3(+18.9) 62.8(+41.3) 64.5(+12.2) 63.1(+28.8) 61.8(+9.5) 63.3(+23.9)

Llama-3.1-70B-Instruct 78.8 71.9(+23.3) 73.6(+44.2) 74.2(+19.7) 73.3(+4.4) 71.1(+38.8) 71.9(+2.4) 72.7(+22.2)

Table 6: Accuracy comparison of LLMs across English and six non-English languages under default DPO and
DPO with batch alignment. Improvements in non-English languages are shown in parentheses. "Rest (avg.)" is the
average accuracy across non-English languages, showing enhanced cross-lingual consistency with batch alignment.

Model English (95% CI) Thai (95% CI) Vietnamese (95% CI) Hungarian (95% CI) Romanian (95% CI) Rest (avg.)

Mixtral-8×22B (Base) 74.20 [72.2–76.1] 34.80 [32.7–36.9] 41.50 [39.4–43.7] 42.70 [40.5–44.9] 47.60 [45.4–49.8] 41.7
Mixtral-8×22B (Ours) 80.20 [78.4–81.9] 37.90 [35.8–40.0] 43.50 [41.3–45.7] 45.90 [43.7–48.1] 49.90 [47.7–52.1] 44.3
Llama-3.1-70B (Base) 73.60 [71.6–75.5] 30.70 [28.7–32.8] 35.00 [32.9–37.1] 32.90 [30.9–35.0] 36.00 [33.9–38.1] 33.7
Llama-3.1-70B (Ours) 79.20 [77.4–80.9] 37.50 [35.4–39.6] 39.10 [37.0–41.3] 36.20 [34.1–38.3] 38.50 [36.4–40.7] 37.8
Llama-3-70B (Base) 65.80 [63.7–67.8] 28.60 [26.7–30.6] 34.60 [32.5–36.7] 31.50 [29.5–33.6] 35.80 [33.7–37.9] 32.6
Llama-3-70B (Ours) 74.10 [72.1–76.0] 34.10 [32.1–36.2] 36.20 [34.1–38.3] 36.10 [34.0–38.2] 37.30 [35.2–39.4] 35.9

Table 7: Expanded results for unseen languages. Accuracy (%) on English and four unseen languages. Brackets
show 95% bootstrap CIs; Rest (avg.) is the macro-average over the non-English languages.
Notes: Values are accuracy (%); brackets show 95% bootstrap confidence intervals. Significance vs. baselines is validated with
McNemar’s test.

in Arabic and Portuguese, highlighting the robust-
ness of our method in addressing performance gaps
across languages.

Table 8 presents similar comparisons under the
ORPO setting. With default ORPO, the perfor-
mance gap between English and non-English lan-
guages increases to (13.6%), which is slightly
smaller than the default DPO setting. However,
with the application of our batch alignment tech-
nique, this gap is reduced to an average of (3.6%),
further emphasizing the effectiveness of alignment
training. Again, the Llama-3.1-8B model sees the
greatest improvement, particularly in Arabic and
French, where initial performance had been weak-
est.

Comparing DPO and ORPO: Tables 6 and 8
show that ORPO generally outperforms DPO in
multilingual tasks, with an average improvement of
(1.1%) for non-English languages. However, our

batch alignment method significantly reduces the
performance gap in both settings. The gap between
English and non-English languages decreases from
(13.9%) to (4.1%) in DPO, and from (13.6%) to
(3.6%) in ORPO, underscoring the importance of
optimizing internal reasoning consistency across
languages, especially for weaker models and low-
resource languages.

Generalization on Unseen Langauges (CI + sig-
nificance). Table 7 expands the results of RQ2
5.2 (Table 1) on Thai, Vietnamese, Hungarian,
and Romanian language with 95% bootstrap con-
fidence intervals (B=1000) per model and lan-
guage, complementing the summary in the main
text. Gains are consistent across all four lan-
guages and statistically significant under McNe-
mar’s test (two-sided, p < 0.01) for accuracy/EM.
Across models, Rest (avg.) improves by +2.6
to +4.1 points. For example, Mixtral-8×22B im-

132



Models ORPO Finetuning (Default)

English Arabic Spanish French Japanese Portuguese Chinese Rest (avg.)

Mistral-7B-Instruct-v0.1 60.8 28.3 55.1 55.3 45.2 58.6 54.5 49.5
Mistral-7B-Instruct-v0.2 74.2 62.3 67.2 66.4 65.2 67.3 68.3 66.1
Mistral-7B-Instruct-v0.3 76.6 63.4 67.3 68.2 66.4 72.5 69.6 67.9
Mixtral-8x22B-Instruct-v0.1 80.2 64.2 73.5 74.5 68.3 73.2 70.5 70.7
Llama-3-8B-Instruct 66.2 62.5 59.4 56.3 61.4 56.2 56.8 58.8
Llama-3-70B-Instruct 74.1 65.8 65.9 70.2 68.0 62.3 68.7 66.8
Llama-3.1-8B-Instruct 68.9 32.5 44.1 23.1 54.3 36.6 53.5 40.7
Llama-3.1-70B-Instruct 79.2 49.2 30.1 55.6 69.4 33.1 70.2 51.3

Models ORPO + Ours (Batch Size = 7)

English Arabic Spanish French Japanese Portuguese Chinese Rest (avg.)

Mistral-7B-Instruct-v0.1 60.8 59.6(+31.3) 59.0(+3.9) 58.2(+2.9) 56.4(+11.2) 59.3(+0.7) 56.1(+1.6) 58.1(+8.6)

Mistral-7B-Instruct-v0.2 74.2 69.1(+6.8) 71.1(+3.9) 70.9(+4.5) 70.1(+4.9) 73.3(+6.0) 72.3(+4.0) 71.1(+5.0)

Mistral-7B-Instruct-v0.3 76.6 72.9(+9.5) 73.2(+5.9) 74.1(+5.9) 72.1(+5.7) 74.9(+2.4) 73.5(+3.9) 73.5(+5.6)

Mixtral-8x22B-Instruct-v0.1 80.2 74.6(+10.4) 77.1(+3.6) 76.2(+1.7) 75.6(+7.3) 76.1(+2.9) 76.2(+5.7) 76.0(+5.3)

Llama-3-8B-Instruct 66.2 64.2(+1.7) 65.6(+6.2) 61.2(+4.9) 62.3(+0.9) 63.5(+7.3) 61.2(+4.4) 63.0(+4.2)

Llama-3-70B-Instruct 74.1 68.2(+2.4) 73.4(+7.5) 71.5(+1.3) 70.5(+2.5) 72.5(+10.2) 70.9(+2.2) 71.2(+4.4)

Llama-3.1-8B-Instruct 68.9 65.1(+32.6) 66.5(+22.4) 62.3(+39.2) 63.4(+9.1) 64.5(+27.9) 62.9(+9.4) 64.1(+23.4)

Llama-3.1-70B-Instruct 79.2 70.2(+21.0) 78.2(+48.1) 77.6(+22.0) 74.9(+5.5) 74.2(+41.1) 73.5(+3.3) 74.8(+23.5)

Table 8: Accuracy comparison of LLMs across English and six non-English languages under default ORPO and
ORPO with batch alignment. Improvements in non-English languages are shown in parentheses. "Rest (avg.)" is the
average accuracy across non-English languages, showing enhanced cross-lingual consistency with batch alignment.

Figure 4: Impact of including vs. excluding English in training batches on non-English accuracy. Across all models,
training with English (purple and green bars) consistently leads to higher non-English accuracy, demonstrating the
role of high-resource languages in improving multilingual consistency. We use the instruct version of each model.

proves by +3.1 (Thai), +2.0 (Vietnamese), +3.2
(Hungarian), +2.3 (Romanian); Llama-3.1-70B im-
proves by +6.8, +4.1, +3.3, +2.5 on the same lan-
guages, while English remains stable. These results
show that the multilingual consistency gains extend
to unseen languages and are not confined to high-
resource settings.

C Extended Ablation Studies

We conduct a series of ablation experiments to
further dissect the components of our method.
Specifically, we study the impact of batch size on
alignment effectiveness and investigate the use of
machine-translated data as an alternative to manual
translations.
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Models Baseline with English (DPO) w/o English (DPO)

English Rest (Avg.) English Rest (Avg.) English Rest (Avg.)

Mistral-7B-Instruct-v0.1 56.0 41.3 60.3 55.0 56.0 48.7
Mistral-7B-Instruct-v0.2 64.0 61.3 73.5 70.3 64.0 65.4
Mistral-7B-Instruct-v0.3 70.4 64.0 76.3 72.7 70.4 67.2
Mixtral-8x22B-Instruct-v0.1 74.2 66.3 79.3 74.9 74.2 69.9
Llama-3-8B-Instruct 56.0 51.8 65.8 62.6 56.0 58.2
Llama-3-70B-Instruct 65.8 62.8 73.6 71.7 65.8 66.2
Llama-3.1-8B-Instruct 59.2 33.1 68.2 63.3 59.2 40.2
Llama-3.1-70B-Instruct 73.6 44.9 78.8 72.7 73.6 51.3

Table 9: Comparison of LLM’s performance with and without English in the training batches under our DPO
settings. "Rest (avg.)" reflects the average accuracy across non-English languages, showing that including English
significantly boosts cross-lingual performance.

Models Baseline with English (ORPO) w/o English (ORPO)

English Rest (Avg.) English Rest (Avg.) English Rest (Avg.)

Mistral-7B-Instruct-v0.1 56.0 41.3 60.8 58.1 56.0 49.8
Mistral-7B-Instruct-v0.2 64.0 61.3 74.2 71.1 64.0 66.3
Mistral-7B-Instruct-v0.3 70.4 64.0 76.6 73.5 70.4 68.1
Mixtral-8x22B-Instruct-v0.1 74.2 66.3 80.2 76.0 74.2 70.9
Llama-3-8B-Instruct 56.0 51.8 66.2 63.0 56.0 58.9
Llama-3-70B-Instruct 65.8 62.8 74.1 71.2 65.8 66.9
Llama-3.1-8B-Instruct 59.2 33.1 68.9 64.1 59.2 41.5
Llama-3.1-70B-Instruct 73.6 44.9 79.2 74.8 73.6 52.1

Table 10: Comparison of LLM’s performance with and without English in the training batches under our ORPO
settings. "Rest (avg.)" reflects the average accuracy across non-English languages, showing that including English
significantly boosts cross-lingual performance.

C.1 Role of High-Resource Languages

Figure 4 investigates the critical role of English
inclusion within training batches. Our results high-
light that including English examples consistently
enhances non-English accuracy by substantial mar-
gins: for example, Mixtral-8x22B improves from
66.3% (without English) to 76.0% (with English),
and Llama-3.1-70B improves from 52.1% to 74.8%.
This observation underscores the importance of
leveraging high-resource languages like English as
anchors to guide internal multilingual reasoning
alignment.

As shown in Table 9, including English in the
batch (BS = 7) significantly improved performance
across most models in DPO settings. For exam-
ple, the Mistral-7B-v0.1 model maintained an En-
glish score of (56.0%), but when English was ex-
cluded from the training, the average performance
for other languages dropped by (6.3%), resulting in
an average score of (48.7%). Similarly, the Llama-
3-8B-Instruct model experienced a reduction of
(4.4%), dropping to (58.2%) for non-English lan-
guages when English was not included. These
results underscore the critical role of English in
enhancing overall multilingual alignment and con-

sistency.
In ORPO settings (Table 10), a similar trend was

observed. Instruction-tuned models such as Mistral-
7B and Llama-3.1-70B exhibited significant drops
in performance when English was excluded, with
reductions of (8.3%) and (22.7%), respectively.
Notably, the Llama-3.1 family model showed a
major decline of approximately (22%), further
emphasizing the importance of high-resource lan-
guages like English for effective multilingual train-
ing. These findings highlight that including English
in the training process plays a crucial role in sta-
bilizing model performance across all languages,
ensuring greater consistency and accuracy.

C.2 Effect of Machine Translated data

We expand our finding & evaluation beyond hu-
man curated datasets to machine translated data
to ensure scalability. We translate the english
queries and documents to Thai, Vietnamese, Hun-
garian & Romanian languages, and repeat the ex-
periments with Llama-3-70B, Llama-3.1-70B &
Mixtral-8x22B-v0.1 with ORPO only. Figure 5
shows the average improvement compared to the
baseline & default (ORPO). We observe consistent
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Models Baseline (Pre-trained Performance)

English Thai Vietnamese Hungarian Romanian Rest (avg.)

Mixtral-8x22B-v0.1 74.2 34.8 41.5 42.7 47.6 41.65
Llama-3-70B 65.8 28.6 34.6 31.5 35.8 32.63
Llama-3.1-70B 73.6 30.7 35.0 32.9 36.0 33.65

Models ORPO Finetuning (Default)

English Thai Vietnamese Hungarian Romanian Rest (avg.)

Mixtral-8x22B-Instruct-v0.1 80.2 39.5 45.8 48.2 52.6 46.53
Llama-3-70B-Instruct 74.1 37.8 39.7 36.1 39.1 38.18
Llama-3.1-70B-Instruct 79.2 39.6 43.5 39.9 42.6 41.40

Models ORPO + Ours (Batch Size = 7)

English Thai Vietnamese Hungarian Romanian Rest (avg.)

Mixtral-8x22B-Instruct-v0.1 80.2 43.5(+4.0) 49.9(+4.1) 57.8(+9.6) 58.6(+6.0) 52.45(+5.93)

Llama-3-70B-Instruct 74.1 41.5(+3.7) 45.4(+5.7) 41.5(+5.4) 46.5(+7.4) 43.73(+5.55)

Llama-3.1-70B-Instruct 79.2 44.5(+4.9) 49.2(+5.7) 44.5(+4.6) 51.5(+8.9) 47.43(+6.03)

Table 11: Accuracy comparison of LLMs across English and four non-English languages (machine-translated)
under baseline, default ORPO and ORPO with batch alignment (ours). Improvements in non-English languages
are shown in parentheses compared to default finetuning. "Rest (avg.)" is the average accuracy across non-English
languages, showing enhanced cross-lingual consistency with batch alignment.

Figure 5: Illustrates avg. performance when machine
translated data is used for batch-aligned finetuning of
models across Thai, Vietnamese, Hungarian & Roma-
nian langauge.
improvement across the three models, highlight-
ing that machine translated data also helps to align
the internal generation processess of LLM across
languages, improving consistency and and making
our proposed method more scalable. Though the
improvement is slightly lower than the manual cu-
rated data, which could be due to the language or
translation quality.

Table 11 presents the detailed results across three
models—Mixtral-8x22B-v0.1, Llama-3-70B, and
Llama-3.1-70B—comparing their baseline (pre-
trained performance), ORPO fine-tuning, and our

proposed method for each language separately.

Our findings indicate that machine-translated
data contributes to consistent improvements across
all models, validating its role in scalable multilin-
gual adaptation. Hungarian and Romanian ben-
efit the most, with Mixtral-8x22B-v0.1 achiev-
ing a +9.6% and +6.0% absolute gain compared
to default finetuning, while Llama-3.1-70B im-
proves by +4.6% and +8.9%, respectively. This
demonstrates that machine translation effectively
enhances performance for morphologically com-
plex, lower-resource languages. In contrast, Thai
and Vietnamese see relatively moderate but sta-
ble gains (≤6%), potentially due to better inherent
alignment with English.

Crucially, the improvements are observed across
all models, demonstrating that our proposed
strategy generalizes across different architectures.
The results highlight that integrating machine-
translated data in pretraining and fine-tuning
pipelines is a viable alternative to human-curated
datasets, offering a practical solution for improv-
ing model performance across languages where
high-quality parallel data is scarce. Our findings
demonstrate that this approach can be directly inte-
grated into training large-scale multilingual LLMs,
ensuring cross-lingual consistency without manual
intervention.
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Figure 6: Illustrates how increasing batch size improves
average accuracy across six non-English languages.
Models with batch alignment show consistent gains,
while default methods see minimal change.

C.3 Effect of Batch Size

Figure 6 shows the impact of increasing batch size
on average accuracy across non-English languages,
with results averaged across all the models. The
results highlight how our proposed batch align-
ment methods improve performance as batch size
increases in both DPO and ORPO alignment train-
ing, whereas the default techniques show little to
no effect.

Larger batch sizes help models capture diverse
languages representing the same concept enabling
more cross-lingual training signals per update, im-
proving their ability to generalize across multilin-
gual contexts. In contrast, default DPO and ORPO
methods, which randomly select samples, show no
improvement as batch size increases, plateauing at
58-60% accuracy compared to ours which reaches
upto 69%. This is due to the lack of structured lan-
guage diversity in the default settings. Our findings
highlight that increasing batch diversity is crucial
in cross-lingual generalization for reducing perfor-
mance gaps between languages, underscoring batch
diversity’s role in cross-lingual generalization.

We started with English as the default
(batch_size=1), additional languages were progres-
sively included in each batch (e.g., batch size 2
includes English and one random language, batch
size 3 includes English and two random languages,
and so on). Tables 12 and 13 summarize the impact
of batch size under both DPO and ORPO settings
for each model individually.

In DPO settings (Table 12), the Llama-3.1-8B
model exhibited a notable performance increase of
(+5.5%) with the inclusion of one additional lan-
guage, while Llama-3-8B showed a modest gain of
(+1.1%). As the batch size increased, performance

improved across all models, with the Llama-3.1-8B
model achieving a maximum boost of (+23.9%)
at a batch size of 7. Similarly, in ORPO set-
tings (Table 13), the Llama-3.1-70B model saw
substantial gains of (+23.5%) at a batch size of
7, while Mixtral-8x22B-Instruct showed a rise of
(+5.3%). These results indicate that larger, more
diverse batches help models capture and generalize
over languages with similar semantic content, par-
ticularly boosting consistent performance in non-
English languages.

C.4 Models Size v/s Multlingual Alignment
Figure 7 shows the relationship between model
size and language improvement for both DPO and
ORPO under our alignment strategy. While both
DPO & ORPO shows a positive corelation of 0.23
and 0.21 respectively, it is not particularly strong,
demonstrating that larger models do tend to im-
prove language performance, but the relationship
isn’t very pronounced. This could indicate that
simply increasing model size may not completely
close the language gap, and other factors (such as
specific fine-tuning strategies) may play a role.

Figure 7: Shows the relationship between model size
and average performance improvement in non-English
languages under DPO and ORPO settings. The modest
correlation observed demonstrates that factors beyond
model size contribute to performance gains.
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Models DPO Finetuning

English Rest (Avg.) BS = 2 BS = 3 BS = 4 BS = 5 BS = 6 BS = 7

Mistral-7B-Instruct-v0.1 60.3 48.5 50.0 51.4 52.5 53.2 54.1 55.0
Mistral-7B-Instruct-v0.2 73.5 65.2 66.4 67.5 68.3 68.9 69.6 70.3
Mistral-7B-Instruct-v0.3 76.3 67.0 68.3 69.5 70.5 71.2 71.9 72.7
Mixtral-8x22B-Instruct-v0.1 79.3 69.8 70.9 72.0 72.9 73.5 74.2 74.9
Llama-3-8B-Instruct 65.8 58.0 59.1 60.0 60.8 61.3 61.9 62.6
Llama-3-70B-Instruct 73.6 66.0 67.3 68.5 69.5 70.1 70.9 71.7
Llama-3.1-8B-Instruct 68.2 39.4 44.9 49.9 54.0 56.9 60.0 63.3
Llama-3.1-70B-Instruct 78.8 50.5 55.6 60.3 64.0 66.7 69.6 72.7

Table 12: Average accuracy of LLMs in English and non-English languages as batch size increases under our DPO
settings. "Rest (avg.)" indicates the average accuracy across non-English languages, showing improved cross-lingual
performance with larger batch sizes. Here, BS = batch size.

Models ORPO Finetuning

English Rest (Avg.) BS = 2 BS = 3 BS = 4 BS = 5 BS = 6 BS = 7

Mistral-7B-Instruct-v0.1 60.8 49.5 51.5 53.3 54.7 55.8 56.9 58.1
Mistral-7B-Instruct-v0.2 74.2 66.1 67.3 68.3 69.2 69.8 70.4 71.1
Mistral-7B-Instruct-v0.3 76.6 67.9 69.2 70.3 71.3 72.0 72.7 73.5
Mixtral-8x22B-Instruct-v0.1 80.2 70.7 71.9 73.0 73.9 74.5 75.2 76.0
Llama-3-8B-Instruct 66.2 59.7 58.8 60.6 61.3 61.9 62.4 63.0
Llama-3-70B-Instruct 74.1 66.8 67.8 68.7 69.5 70.0 70.6 71.2
Llama-3.1-8B-Instruct 68.9 40.7 46.1 51.0 55.0 57.8 60.8 64.1
Llama-3.1-70B-Instruct 79.2 51.3 56.7 61.6 65.6 68.4 71.5 74.8

Table 13: Average accuracy of LLMs in English and non-English languages as batch size increases under our ORPO
settings. "Rest (avg.)" indicates the average accuracy across non-English languages, showing improved cross-lingual
performance with larger batch sizes. Here, BS = batch size.
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