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Abstract

Customer service often relies on human agents,
which, while effective, can be costly and slower
to scale. Recent advancements in intelligent
chatbots, particularly Retrieval-Augmented
Generation (RAG) models, have significantly
enhanced efficiency by integrating large lan-
guage models with external knowledge re-
trieval. However, developing a multi-turn
RAG-based chatbot for real-world customer
service presents additional complexities, re-
quiring components like adaptive retrieval and
query reformulation. These components typi-
cally require substantial annotated data, which
is often scarce. To overcome this limitation, we
propose methods to automatically generate la-
bels for these components using real customer-
agent dialogue data. Specifically, we introduce
two labeling strategies for adaptive retrieval:
an intent-guided strategy and an explanation-
based strategy, along with two query reformula-
tion strategies: natural language query reformu-
lation and keyword-based reformulation. Our
experiments reveal that the explanation-based
strategy yields the best results for adaptive re-
trieval, while the keyword-based reformulation
improves document retrieval quality. Our find-
ings offer valuable insights for practitioners
working on multi-turn RAG systems.

1 Introduction

Traditional customer service operations rely on hu-
man agents to handle inquiries, leading to high op-
erational costs and response time delays. In recent
years, intelligent customer service chatbots (Cui
et al., 2017; Qi et al., 2021; Cui et al., 2017; Benita
et al., 2024) have reshaped customer support by
automating responses and improving efficiency.
Among these advancements, Retrieval-Augmented
Generation (RAG) (Smith et al., 2023) has emerged
as a powerful technique for enhancing question-
answering (QA) ability of customer service chat-
bots. By integrating large language models (LLMs)

with external knowledge retrieval, RAG-based chat-
bots generate more accurate and contextually rel-
evant responses (Ding et al., 2022; Lewis et al.,
2020).

Compared to single-turn RAG-based QA
systems, building multi-turn RAG-based chat-
bots (Roy et al., 2024; Katsis et al., 2025) for
real-world customer service requires two additional
components. The adaptive retrieval component
determines when retrieval is necessary, reducing
both latency and context length by fetching docu-
ments only when needed. The query reformula-
tion component processes conversation history to
generate precise queries for the retrieval module,
ensuring contextually relevant responses.

Building these two components typically re-
quires a significant amount of annotated data. To
address this, we develop methods to automatically
generate labels for both adaptive retrieval and query
reformulation models using customer-agent service
dialogues collected in compliance with data han-
dling policies. We demonstrate that models trained
on non-bot conversations and automatically gener-
ated labels can effectively support the development
of a fully functional multi-turn RAG-based chatbot
for customer service.

To generate labels for adaptive retrieval, we pro-
pose two labeling strategies using LLMs. The
first, an intent-guided labeling strategy, leverages
pre-defined intents to direct the labeling process.
The second, an explanation-based strategy, directly
prompts the LLM to label whether retrieval is
needed and generate reasonable explanations for
the decision. We also propose two strategies for
natural language query reformulation and keyword
formulation. The former rewrites the customer
utterance into a self-contained, decontextualized,
and well-structured question, while the latter gener-
ates a keyword-based query. Through experiments,
we find that the explanation-guided strategy gener-
ates the highest quality labels for adaptive retrieval.
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Additionally, we observe that the keyword-based
strategy retrieves higher quality documents.

We summarize the contributions of our paper as
follows:
• We propose two adaptive retrieval labeling strate-

gies and two reformulation labeling strategies for
building adaptive retrieval and query reformula-
tion models to support multi-turn RAG systems.

• Our offline experiments and human study demon-
strate that the explanation-guided labeling strat-
egy is the most effective for generating adaptive
retrieval labels.

• We also show that the keyword-based reformula-
tion labeling strategy is more effective for train-
ing query reformulations that retrieve higher-
quality documents, even though the reformula-
tions may not be as fluent as natural language
query (NLQ) reformulations.

• Our labeling strategies and experimental results
provide valuable insights and guidance for practi-
tioners in the industry working to build multi-turn
RAG systems.

2 Related Work

2.1 Retrieval-Augmented Generation (RAG)
Retrieval-Augmented Generation Integrated with
retrieval mechanisms (Lewis et al., 2020), RAG
improves factual grounding and reduce hallucina-
tion in question answering systems (Smith et al.,
2023). In single-turn settings, systems like DPR
(Karpukhin et al., 2020) retrieve documents using
dense embeddings, while Fusion-in-Decoder (FiD)
(Izacard and Grave, 2021) processes multiple pas-
sages in parallel for improved answer quality. How-
ever, indiscriminate retrieval in such systems intro-
duces latency and risks distracting the generator
with irrelevant context (Shi et al., 2023).

Adaptive Retrieval in RAG A key challenge for
RAG in real-time applications is balancing retrieval
quality with computational efficiency. Studies such
as Mallen et al. (2023) revealed that indiscriminate
retrieval increases latency and can degrade perfor-
mance when irrelevant passages overwhelm the
generator. To address this, recent work focuses on
adaptive retrieval strategies. For example, Yao et al.
(2024) proposed confidence-based retrieval, where
the LM triggers retrieval only when its internal un-
certainty exceeds a threshold. In conversational set-
tings, Roy et al. (2024) designed self-multi-RAG,
where an LLM determines when retrieval is needed
given the dialogue context, then rewrites the conver-
sation into a query if needed and filters the retrieved

passages before answering. Su et al. (2024) pro-
poses Dynamic RAG named DRAGIN, which ac-
tively decides when to trigger retrieval and what to
retrieve during generation. Unlike static one-shot
retrieval, DRAGIN monitors the LLM’s internal
information needs across the generation process to
decide the optimal moment to retrieve and to craft
an appropriate query.

2.2 Query Reformulation

Query reformulation plays a crucial role in Con-
versational Question Answering (CQA) and Con-
versational Search (CS) by refining user queries to
improve retrieval effectiveness and response rele-
vance.

In CQA and CS, users often ask follow-up ques-
tions (Senel et al., 2024; Kuzi et al., 2025) that
omit context from previous turns, necessitating re-
formulation into explicit, self-contained queries.
Traditional methods rely on rule-based heuristics
or query expansion (Anick, 2003), while neural
approaches (Anantha et al., 2021; Vakulenko et al.,
2021; Mo et al., 2023, 2024; Chen et al., 2023)
use sequence-to-sequence models to incorporate
contextual information. Reinforcement learning-
based methods (Buck et al., 2018; Chen et al., 2022;
Wu et al., 2022) further optimize reformulation by
maximizing downstream QA performance.

RAG-based frameworks have recently emerged
as powerful QA solutions. Since RAG pipelines
rely on retrieved documents to generate responses,
refining input queries is crucial for retrieving high-
quality evidence (Ma et al., 2023; Li et al.). This
becomes even more critical as we move toward con-
versational QA with RAG-based approaches (Roy
et al., 2024).

While existing research focuses primarily on
single-turn RAG, multi-turn RAG remains under-
explored due to the lack of benchmarks. Scaling
multi-turn RAG for industry applications presents
additional challenges, including adaptive retrieval
prediction and conversational query reformulation,
as discussed in §3. Instead of proposing new mod-
els, this paper introduces a method for leveraging
existing dialogues between human agents and cus-
tomers to generate labels for adaptive retrieval and
query reformulation, which can then be used to
train various models.
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Figure 1: An overview of the adaptive retrieval and
reformulation component integrated into RAG for multi-
turn conversations.

3 Preliminary

In this section, we describe how adaptive retrieval
and query reformulation are integrated into a RAG
system to support multi-turn conversations. The
overall framework is illustrated in Figure 1.

First, given the conversational history C and a
customer’s current utterance q as input, the adaptive
retrieval model Ms first decides on whether to
initiate an information retrieval process:

ps = Ms(C, q) (1)

where ps = 1 indicates retrieval is necessary other-
wise ps = 0. Here the input can be the concatena-
tion of C and q.

If retrieval is not necessary, then the answer gen-
eration model directly generates the answer given
C and q. If a retrieval is needed (the blue workflows
in Figure 1), the reformulation model Mr will then
rewrite the query:

q′ = Mr(C, q) (2)

The reformulated query q′ improves retrieval by re-
solving conversational dependencies and clarifying
ambiguity with added context.

Considering the latency requirement, we use a
foundation model such as Claude 3.5 Sonnet1 only
for the answer generation module in production,
while keeping the other components as smaller
models to minimize overall latency. Training Ms

and Mr requires a large amount of data, which can
be labor-intensive. However, as an e-commerce
company, we have access to millions of real cus-
tomer service transcripts containing dialogues be-
tween human agents and customers. In this work,

1https://www.anthropic.com/news/
claude-3-5-sonnet

we focus on a single key challenge: how to effec-
tively leverage this valuable data to train critical
components (i.e., Ms and Mr) for a multi-turn
RAG chatbot capable of answering customer ques-
tions at scale.

4 Method

In real conversations, either the agent or the cus-
tomer may consecutively input several utterances.
However, the dialogue between a customer and a
RAG-based chatbot is typically conducted in an al-
ternating manner. To construct data that aligns
with the chatbot format, we merge consecutive
utterances from the same role into a single unit,
resulting in a dialogue d = [q1, a1, ..., qn, an]
where qi represents the user’s query and ai rep-
resents the agent’s response. For a query qi, we
define its context or conversation history as Ci =
[q1, a1, ..., qi−1, ai−1]. In the following, we pro-
pose different label generation strategies for adap-
tive retrieval and query reformulation using LLMs
with d ∈ D.

4.1 Labeling Strategy for Adaptive Retrieval

We consider two prompt strategies for adaptive
retrieval labeling.

Intent-guided Labeling We instruct the LLM to
classify the customer’s intent before determining
whether retrieval is necessary. The intent label-
ing is not directly used for model training. We
defined 12 intents for customer queries which can
be found in the prompt in Table 7. The underlying
assumption is that the need for retrieval is strongly
dependent on the query intent, and we hypothe-
size that prompting the LLM to reason through the
query intent will enable it to more accurately assess
whether retrieval is required.

Explanation-guided Labeling Instead of using
pre-defined intents to guide the LLM annotation,
we prompt the LLM to freely explain why it makes
the decision that a retrieval is needed or not, and
then generate the final label of ps.

For both strategies above, we experiment with
two annotation approaches. In turn-level annota-
tion, we provide the dialogue context and the cur-
rent query to the LLM for labeling each turn in-
dependently. In dialogue-level annotation, given
a dialogue d ∈ D with n customer utterances, we
provide the entire dialogue to the LLM and ask it
to output labels for all customer utterances at once.
Interestingly, we find that dialogue-level annotation
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leads to higher accuracy compared to turn-level an-
notation (§6.1), likely because it allows the LLM
to better understand the overall conversation flow.
The prompt templates for the two proposed strate-
gies are shown in Table 7 and Table 8, respectively.

4.2 Labeling Strategy for Query
Reformulation

To generate reformulation labels, we prompt an
LLM with context and a customer query. We ex-
plore two annotation strategies.

NLQ Reformulation The first approach focuses
on Natural Language Query (NLQ) reformulation,
where the LLM generates a fully unambiguous
query in natural language. This involves resolving
any ambiguities in the original utterance, ensur-
ing grammatical correctness, and addressing chal-
lenges such as co-reference resolution and omis-
sions. During reformulation, we also prompt the
LLM to explain the actions or edits it performed to
generate the revised query.

Keywords Reformulation The second approach
focuses on generating relevant keywords given the
conversational context and user query. Compared
to NLQ reformulation, keywords reformulation is
not required to produce a fully structured natural
language question. Instead, it extracts and priori-
tizes key terms that capture the essential intent of
the user’s query. We also prompt the LLM to ex-
plain the importance of the generated keywords for
downstream retrieval.

While NLQ reformulations are commonly used
in CQA (Anantha et al., 2021; Vakulenko et al.,
2021; Chen et al., 2022), we find that they are
not always necessary. Instead, keyword reformula-
tion is sufficient to retrieve high-quality documents
within the RAG framework. We present our find-
ings in Section 6.3. The prompt templates for the
two proposed strategies are shown in Table 9 and
Table 10, respectively.

5 Experimental Setup

5.1 Datasets

We synthesized 10,000 dialogues based on typi-
cal customer service interactions, drawing inspira-
tion from common e-commerce support scenarios.
These synthetic conversations span over 20 product
categories, including consumer electronics and dig-
ital services. All company names, product details,
and customer information were anonymized to pro-
tect privacy. Each dialogue contains an average

of approximately 12 customer utterances and 22
agent utterances.

We use Claude-Sonnet-3 to generate labels for
the training data using the methods proposed in Sec-
tion 4. To protect customer privacy, all transcripts
are scrubbed to exclude any personally identifiable
information. We split the dataset into three parts:
70% for training, 10% for validation, and 20% for
testing. The test set was held out strictly for final
evaluation.

Input Type Labeling Strategy Accuracy

full dialogue Intent-guided 89%
full dialogue Explanation-guided 92%
context + query Intent-guided 85%
context + query Explanation-guided 87%

Table 1: Accuracy of LLM’s annotation for adaptive
retrieval.

Labeling Strategy Accuracy AUC Ground Truth

Intent-guided
83.27% 92.49% LLM
74.27% 86.16% Human

Explanation-guided
86.49% 93.76% LLM
83.39% 92.00% Human

Table 2: Evaluation result for adaptive retrieval.

5.2 Implementation Details
We use RoBERTa-base for adaptive retrieval and
BART-base/FLAN-T5-base for query reformula-
tion, optimizing with cross-entropy and the Adam
optimizer. Models are trained for 10 epochs on 4
NVIDIA A10 GPUs, with learning rates of 2e-6
(adaptive retrieval) and 1e-5 (reformulation), batch
sizes of 30 and 10 respectively, and early stopping
(patience = 5) to prevent overfitting. We also exper-
imented with larger backbones (RoBERTa-large,
BART-large, FLAN-T5-large), but observed only
marginal gains (0.5–2%), with consistent conclu-
sions across labeling strategies. For simplicity, we
report results with the smaller models.

5.3 Evaluation Strategies
Adaptive Retrieval To evaluate the accuracy of
the LLM in labeling for adaptive retrieval, we first
assess different annotation strategies by manually
examining 500 sampled test set. For adaptive re-
trieval models trained on labels from various an-
notation strategies, we report accuracy and AUC
against LLM-generated labels, measuring how well
the model distills knowledge from the labeled data.
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To further validate performance, we also evaluate
the model on human-annotated data.
Reformulation To evaluate the performance of the
query reformulation model, we first assess its ac-
curacy using automatic metrics, including BLEU,
METEOR and ROUGE, by comparing its reformu-
lated queries against those generated by the LLM.

To evaluate keywords reformulation quality, we
manually annotated 500 test samples, labeling each
generated keyword as relevant or not based on
whether it preserves the original query intent and
key information from both the query and context.
NLQ reformulations have stricter requirements, as
they must be well-formed sentences that resolve
ellipses and co-references. To assess the quality of
NLQ reformulations generated by the foundation
LLMs or models trained on LLM-labeled data, we
conduct a human evaluation on the same 500 sam-
pled test set. For this evaluation, we propose and
assess three key metrics:

• Grammatical Correctness: Evaluates whether
the reformulation is grammatically correct.

• Context Carryover Completeness: Assesses
whether the reformulation is self-contained and
understandable without requiring reference to the
dialogue history.

• Context Carryover Accuracy: Determines
whether omissions and co-references in the refor-
mulation are resolved correctly.

Additionally, we examine how query reformulation
impacts retrieval effectiveness, analyzing whether
reformulated queries lead to improved retrieval
quality in Section 6.3.

6 Results

6.1 Evaluation on Adaptive Retrieval
First, we evaluate the accuracy of different prompt-
ing strategies for generating adaptive retrieval la-
bels on our manually annotated 500-sample val-
idation set (described in §5.3), with results pre-
sented in Table 1. This human-annotated subset
serves as ground truth to assess the quality of LLM-
generated labels. As shown, for the same input
type, the explanation-guided method outperforms
the intent-guided method, as some intents encom-
pass both retrieval-needed and retrieval-not-needed
cases. Additionally, dialogue-level annotation sur-
passes query-level annotation. We hypothesize that
this improvement occurs because the LLM can bet-
ter comprehend the queries when provided with the

complete context of the dialogue, including future
utterances.

To evaluate the effectiveness of the adaptive
retrieval model, we train the model using labels
generated with different strategies and input types,
then test it on both LLM-generated and human-
annotated labels. Based on the results in Table 2,
we find that the accuracy gap between the syn-
thetic dataset (generated by LLM) and the human-
labeled dataset ranges from 1% to 6%, with higher
accuracy on the synthetic dataset, likely due to the
models being trained on synthetic data. On the
human annotated test set, the explanation-guided
labeling strategy outperforms intent-guided label-
ing, as it avoids predefined intents and instead al-
lows the LLM to freely explain its predictions. Fi-
nally, models trained on LLM-generated data per-
form well on both synthetic and human-labeled
datasets, with the best accuracy and AUC on
human-labeled data achieved by the model trained
using the explanation-guided labeling strategy.

Query Type Model Top-1 Top-5

Query
- 0.76 1.07
- 0.94 1.28

NLQ Reformulation
BART-base 1.26 1.43

FLAN-T5-base 1.19 1.39
Claude 1.31 1.5

Keywords Reformulation
BART-base 1.3 1.5

FLAN-T5-base 1.36 1.51
Claude 1.34 1.59

Table 3: The relevance scores for the Top-1 and Top-5
retrieval results using different reformulation strategies.

6.2 Evaluation on Query Reformulation
Automatic Evaluation We present the automatic
evaluation metrics in Table 4. Both models achieve
comparable results across NLP and Keywords Re-
formulation. However, a notable trend emerges
in NLP Reformulation: BLEU, METEOR, and
ROUGE-2 scores are higher, while ROUGE-1 is
lower compared to Keywords Reformulation. This
suggests that NLP Reformulation produces more
fluent and semantically coherent outputs, lead-
ing to higher BLEU and METEOR scores. The
higher ROUGE-2 further indicates that the gen-
erated text better preserves key bigram relation-
ships. However, the lower ROUGE-1 score sug-
gests that some surface-level word matches may
be reduced, possibly due to slight paraphrasing
or rewording that enhances fluency but alters lexi-
cal choices. In contrast, Keywords Reformulation
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Reformulation Type Model BLEU METEOR ROUGE-1 ROUGE-2 ROUGE-L

NLP Reformulation
BART-base 0.312 0.548 0.547 0.373 0.517

FLAN-T5-base 0.305 0.546 0.550 0.372 0.520

Keywords Reformulation
BART-base 0.209 0.511 0.590 0.315 0.518

FLAN-T5-base 0.204 0.501 0.592 0.314 0.520

Table 4: Automatic evaluation result for query reformulation.

Example 1

Original Query the screen is stuck
NLQ Reformulation The Pluto TV app screen is frozen on my [BRAND_NAME] TV device
Keywords Reformulation [BRAND_NAME] tv stuck screen pluto tv app remote not working

Example 2

Original Query 4k
NLQ Reformulation I am having issues with the remote for my [DEVICE_NAME] 4K (Max)
Keywords Reformulation [DEVICE_NAME] 4k remote issues batteries not working

Example 3

Original Query how do I activate it?
NLQ Reformulation Activate my [SERVICE_NAME] membership
Keywords Reformulation activate [SERVICE_NAME] membership issue accessing membership not active

Example 4

Original Query Still did not fixed the streak
NLQ Reformulation Updating the [SOFTWARE_NAME] still did not fix the streak
Keywords Reformulation [SOFTWARE_NAME] streak not updating reading log issue streak not fixed

after app update escalate reading streak problem

Example 5

Original Query I’m wondering if you could please help me remove the ads?
NLQ Reformulation Help me remove the ads from my [DEVICE_NAME] lock screen.
Keywords Reformulation remove ads [DEVICE_NAME] lock screen children’s bedtime story

Example 6

Original Query How many times was I charged for it?
NLQ Reformulation How many charges were made for the [SERVICE_NAME] subscription?
Keywords Reformulation [SERVICE_NAME] subscription charges number times

Example 7

Original Query How do I access photos on an [DEVICE_NAME]?
NLQ Reformulation How do I access photos on my [BRAND_NAME] [DEVICE_NAME]?
Keywords Reformulation [DEVICE_NAME] access photos display pictures

Table 5: Examples of original queries and their corresponding NLQ and keyword reformulations.

yields higher ROUGE-1 scores, indicating better
word-level matching, likely because the reformu-
lations retain key terms more explicitly, though at
the cost of reduced fluency and syntactic variation.

Human Evaluation For NLQ reformulation, we
further evaluate the reformulation quality based
on 500 sampled testing set. The numbers are re-
ported in Table 6. Overall, all models perform
well across the three evaluation criteria. Claude
achieves the highest scores in all metrics, demon-
strating its strong capability in NLQ reformulation
under our proposed labeling strategy. FLAN-T5-
base outperforms BART-base in grammatical cor-
rectness (GC) compared to BART-base, indicat-
ing its strength in producing well-formed outputs.

However, BART-base shows slightly better perfor-
mance in context carryover accuracy (CCA) and
context carryover completeness (CCC), suggest-
ing that it more effectively preserves contextual
information during reformulation. In contrast, all
keyword reformulations are labeled as relevant, as
the criterion only requires preserving intent and
key information, without enforcing grammatical
correctness. In Table 5, we present examples of
NLQ and keyword reformulations. To protect pri-
vacy and prevent disclosure of sensitive informa-
tion, certain spans such as brand names, device
names, personal identifiers, and specific product
details have been replaced with special tokens.
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Model CCA CCC GC

BART-base 94% 94% 95%
FLAN-T5-base 91% 91% 97%

Claude 96% 96% 97%

Table 6: Human evaluation on query reformulation re-
sults.

6.3 Evaluation on Retrieval Performance

To evaluate the impact of reformulation on retrieval
performance, we use various input types in our
internal search engine to retrieve documents and
employ LLM-based evaluation to measure the rele-
vance of the top-k retrieved document to the con-
text given a query. The reformulation model used
in this evaluation is based on BART-base. LLM-
based evaluation details are described in Table 11
in Appendix.

Table 3 presents the retrieval performance (Top-1
and Top-5) across different query types and models.
While Claude was used to generate the reformula-
tion ground-truth, our fine-tuned models based on
those labels achieve competitive retrieval results. In
fact, FLAN-T5-base outperforms Claude in Top-1
retrieval, demonstrating that our fine-tuned mod-
els can generate reformulations that yield better
retrieval results in certain cases. Keywords refor-
mulation consistently shows higher retrieval per-
formance compared to NLQ reformulation across
different models. This is likely because NLQ refor-
mulations must be well-formed and closely aligned
with the original query, while keyword reformu-
lations can freely include additional context. For
example, in Table 5 (Example 1), the keyword re-
formulation adds “remote not working”, a useful
detail omitted in the NLQ version for fluency. This
flexibility makes keywords reformulation sufficient
and often more effective in a multiturn RAG set-
ting.

7 Online Deployment

At Amazon Customer Service, we deployed a
multi-turn RAG chatbot powered by an adap-
tive model (RoBERTa-base) and a reformulation
model (BART-base), both trained with the labeling
methodology introduced in this paper using real
customer-agent conversation transcripts. These
models are now integrated into our production
system handling live customer queries. With the
adaptive model, we save latency costs for approx-
imately 20% of traffic by bypassing the retrieval

process. Supported by the reformulation model,
high-quality documents are retrieved and used for
answer generation by Claude-Sonnet 3.5. During a
one-week online A/B test, the automation rate for
resolving customer inquiries doubled, showing a
107% increase compared to the baseline.

8 Conclusion

In this paper, we addressed the challenges of de-
veloping a multi-turn RAG-based chatbot for cus-
tomer service by focusing on two critical compo-
nents: adaptive retrieval and query reformulation.
To overcome the scarcity of annotated data for
these components, we developed LLM-based la-
beling methods that automatically generate high-
quality training data from existing customer-agent
dialogues. Our experiments demonstrated that the
explanation-guided labeling strategy significantly
outperformed the intent-guided approach for adap-
tive retrieval. For query reformulation, we found
that while NLQ reformulation produced more flu-
ent and grammatically correct outputs, keyword-
based reformulation yielded better document re-
trieval quality, with FLAN-T5-base achieving the
highest Top-1 relevance score of 1.36. These find-
ings provide valuable insights for practitioners de-
veloping multi-turn RAG systems in real-world
customer service environments, offering a practi-
cal approach to leverage existing dialogue data for
building efficient and responsive chatbots without
requiring extensive manual annotation.

9 Limitations

Our LLM-based labeling approach for training
adaptive retrieval and query reformulation models
has shown promise but faces several key limitations.
The training data derived from customer-agent dia-
logues may contain inherent biases that could be ad-
dressed through more balanced sampling strategies.
While we evaluated various product types within e-
commerce, our focus on a single platform limits in-
sights about generalizability to other domains (like
healthcare or finance) or interaction styles. Addi-
tionally, our heavy dependence on LLM quality
for label generation means results may vary across
different models or as the technology evolves, sug-
gesting a need for more robust labeling methods.
Future work should explore ways to mitigate these
limitations and improve the system’s overall relia-
bility.
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Appendix

A Prompts

System Prompt
#### Instruction
Your task is to annotate a conversation between a customer and an agent with pre-defined intents and whether retrieval
is needed to answer the customer utterance. The transcript is made up of multiple turns and each turn has the format
of “Turn_ID.Role: utterance”. For example, “24.customer: But I bought the whole album.” means in the 24th turn, the
customer said “But I bought the whole album.” Please read the transcript carefully, as I will ask you to label the intent
of each customer utterance and whether it requires an API call to a search engine to obtain more information from a
knowledge base in order to answer the query.

For every customer utterance, select one from the following intents:
a: DESCRIBE AN ISSUE. the customer is describing the issue.
b: ASK AN ISSUE RELATED QUESTION. the customer asks an issue-related question.
c: ANSWER A QUESTION. the customer is answering a question asked by the agent.
d: CONFRIMATION. the customer is simply confirming or recognizing information without making a specific request or
inquiry.
e: REPORT STATUS. customer is reporting his or her current status, The customer has received instructions and is
providing an update on the current issue status based on those instructions.
f: REQUEST. customer is making a request such as refund.
g: GRATITUDE. the turn is spoken by the customer, and customer is showing gratitude to the agent or bot the customer is
expressing appreciation or thanks
h: COMPLAIN. the customer is expressing frustration about a product, service, experience.
i: ASK AGENT STATUS. the customer is asking about the availability or status of a agent.
j: FAREWELL. a customer’s intention to end or conclude the conversation.
k: GREETINGS. the turn is spoken by the customer.
l: OTHERS.

After labeling each customer turn’s intent, you will also label whether that turn will trigger a RAG based on the following
criteria:
Yes: the current turn is spoken by the customer and the current utterance mentioned about useful details about the issue
and the knowledge bank should be updated by a retrieval action based on current utterance information and previous
conversation history. For example, RAG should be triggered when the customer describes an issue or asks an issue-related
question. Additionally, RAG may also be necessary when the customer provides more details in response to a question or
reports their status. However, in cases where no valuable information is provided, RAG should not be triggered.
No: There is no need to update the knowledge bank since the utterance does not contain any issue-related information.
Overall, for each turn, you will first give an intent label(a-l) and then give a RAG label You should note that the intent
label is closely related to RAG, RAG probably needs to be triggered. Follow the example below to format your answers.

#### Format Examples
Transcript in the format of:
<Transcript> 1.agent: Hello, welcome back. How can I help with? 2.customer: my remote is not working. 3.agent:Thanks,
I apologize for the inconvenience, can you try restarting your tv 4.customer: Sure.</Transcript>
Output in the format of:
<Labels for intent and RAG>: 2.a,Yes,4.d,No </Labels for intent and RAG>

User Prompt
<Transcript>: {Dialogue}
<Labels for intent and RAG>:

Table 7: Prompt for intent-guided adaptive retrieval labeling.
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System Prompt
#### Instruction
Your task is to understand a conversation between a customer and an agent and predict, for each customer utterance,
whether it should trigger an API call to a search engine to retrieve more information from a knowledge base to
answer the customer query. You should also provide an explanation for your decision. I will provide you with a
conversation transcript between a customer and an agent. The transcript is made up of multiple turns and each turn
has the format of “Turn_ID.Role: utterance”. For example, “24.customer: But I bought the whole album.” means in
the 24th turn, the customer said “But I bought the whole album.”

1. Explain the reason why an API call to trigger retrieval is needed or not needed for the utterance.
- Specifically, a search engine API call is needed if:
The utterance is an description about the issue. The utterance provides context regarding the issue, such as device,
or subscription information. The utterance provides answers to an issue-related question or clarification question
asked by the agent. The utterance confirms details or status regarding the device, plan or issue. The utterance asks
questions (usually start with "how")regarding how to resolve a problem or how to complete certain steps. The
utterance provides the status of the issue after trying something. The utterance is a continuation of the previous turn
where retrieval is needed or recommended. Remember, if the mentioned issue details or context is not new, you
could also consider retrieval is needed.
- A search engine API call is not needed if the utterance does not contain any issue-related information. For example,
the utterance is a greeting, a farewell, a complain regarding the issue. confirming the issue is resolved.
2. Select a label from [Yes, No] to indicate whether an API call to retrieval is required for the utterance.

#### Format Examples
Transcript in the format of
<Transcript> 1.agent: Hello, welcome back. How can I help with? 2.customer: my remote is not working. 3.agent:
Thanks, I apologize for the inconvenience, can you try restarting your tv 4.customer: Sure.</Transcript>
Output in the format of:
<Turn>[2,4]</Turn>
<explain> [2.The customer is describing an issue and retrieval is needed 4.the customer is expressing acknowledge-
ment and the retrieval is not needed] </explain>
<label>[2.Yes,4.No]</label>

User Prompt
<Transcript>: {Dialogue}
<Annotation>

Table 8: Prompt for explanation-guided adaptive retrieval labeling
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System Prompt
#### Instruction
I will provide you with a user query along with a conversation history between a customer and an agent. The conversation
history consists of multiple turns, each numbered sequentially (e.g., 1 for turn 1, 2 for turn 2). Each turn begins with an
indication of the speaker (e.g., if the agent is speaking, the turn will start with "agent:").
Your task is to analyze the entire conversation history along with the user query and generate a well-structured, clear, and
optimized query that facilitates retrieving the most relevant information for a QA system. The reformulated query should
be concise, precise, and designed to yield high-quality results. You can edit the query and perform the following action
when reformulating the query:
Recover: Add missing context from previous conversation turns, such as resolving co-references.
Correction: Fix any grammatical or structural errors in the query.
Simplification: Exclude irrelevant information.
Before generating the reformulation, you need to first:
1. understand the query and describe the intent of the query.
2. explain what actions should be performed (Recover, Correction, Simplification) and why.
3. generate the reformulation.

#### Format Examples
Input in the format of
<Conversation history> 1.agent: What do you need help with? 2.customer: My Music App 3.agent: Sure, how can I help
you with that?</Conversation history>
<Query>It does not work on my speakers</Query>
Output in the format of:
<Intent>issue description</Intent>
<Actions> replace the pronoun “it” with “Music App” mentioned in turn 2.</Actions>
<Reformulation>Music App does not work on my speakers.</Reformulation>

####Final Instruction
Do not change the intent of the original query. Do not change the query type of the original query. If the original query is
a statement rather than a question, the reformulation should also be a statement. Keep the same tone, and make sure the
reformulation sounds like something spoken by the customer to an agent. Make sure the reformulation is self-contained
and can be understood without the conversation history.

User Prompt
<Conversation history>: {Context}
<Query>: {Customer Query}
<Output>:

Table 9: Prompt for NLQ reformulation generation
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System Prompt
#### Instruction
I will provide you a user query along with a conversation history between a customer and an agent. The conversation
history is made up of multiple turns, each numbered at the start. Your task is to take into account the entire conversation
history along with the query to generate a new keywords query that will help retrieve the most relevant information.
The reformulated query should be focus on core key phrases mentioned of the current turn and previous turns. Before
generating the reformulation, you need to first:
1. understand the conversation history and current query, and then describe the intent of the query
2. explain why those keywords are generated, which turn are they coming from
3. generate the new keywords query

#### Format Examples
Input in the format of
<Conversation history>1.agent: What do you need help with? 2.customer: My Music App 3.agent: Sure, how can I help
you with that?</Conversation history>
<Query>It does not work on my speakers</Query>
Output in the format of:
<Intent>issue description</Intent>
<Reason>The customer is mentioning that the music App is not working well on the speaker. Therefore the key information
in the issue is music App, not work and Speakers</Reason>
<Reformulation> music App not work on speakers</Reformulation>

#### Final Instruction
Remember,
- The reformulation should be keywords.
- Each keyword could either be directly extracted from the conversation history and the current query, or relevant new
keywords that could provide complementary information.

User Prompt
<Conversation history>: {Context}
<Query>: {Customer Query}
<Output>:

Table 10: Prompt for keywords reformulation generation.

System Prompt
#### Instruction
Given a list of documents, assess their relevance to a customer query and previous chat history between an agent and a
customer. Each document consists of two fields: title and content. Rate the relevance on a scale from 0 to 2 based on its
connection to the dialogue:
0: irrelevant, the document is irrelevant to the issues, product or services discussed in the dialogue
1: somewhat relevant, the document is related to the issues, product or services discussed in the dialogue
2: Perfectly relevant, the document contains critical information to address the query with comprehensive information

#### Format Examples
Input in the format of
<Chat History>[Here is the chat history]</Chat History>:
<Query>[Here is the customer query]</Query>:
Document:
<title>[Title of the document]</title>
<content>[Content of the document]</content>
Output in the format of:
<Score> select from 0-2
<Explanation>Provide a brief explanation of why you give this rating. Point out any specific areas where the document
succeeds or fails in addressing the query.

User Prompt
<Chat History>: {Context}</Chat History>
<Query>{Query}</Query>:
Document:
<title>{title}</title>
<content>{content}</content>
Output:

Table 11: Prompt for LLM-based relevance judgment of the top-1 search result. The prompt for the top-5 results
follows a similar structure but includes five documents.
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