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Abstract

Retrieval-Augmented Generation (RAG) is a
core approach for enhancing Large Language
Models (LLMs), where the effectiveness of
the retriever largely determines the overall re-
sponse quality of RAG systems. Retrievers
encompass a multitude of hyperparameters that
significantly impact performance outcomes and
demonstrate sensitivity to specific applications.
Nevertheless, hyperparameter optimization en-
tails prohibitively high computational expenses.
Existing evaluation methods suffer from ei-
ther prohibitive costs or disconnection from
domain-specific scenarios. This paper proposes
SEARA (Subset sampling Evaluation for Auto-
matic Retriever Assessment), which addresses
evaluation data challenges through subset sam-
pling techniques and achieves robust automated
retriever evaluation by minimal retrieval facts
extraction and comprehensive retrieval metrics.
Based on real user queries, this method en-
ables fully automated retriever evaluation at
low cost, thereby obtaining optimal retriever
for specific business scenarios. We validate
our method across classic RAG applications
in rednote, including knowledge-based Q&A
system and retrieval-based travel assistant, suc-
cessfully obtaining scenario-specific optimal
retrievers.

1 Introduction

The Retrieval-Augmented Generation (RAG) has
emerged as one of the most prevalent approaches
for AI application development, encompassing
both classic RAG scenarios such as knowledge-
based Q&A systems and broader RAG scenarios
such as generative retrieval applications (Lewis
et al., 2020). In these systems, the retrieval effec-
tiveness of the retriever largely determines the over-
all application response quality. However, retriever
construction involves multiple strategies including
text segmentation, knowledge retrieval, and rerank-
ing approaches, with different business scenarios

often requiring distinct optimal strategy combina-
tions (Yu et al., 2024). Determining the optimal
retriever construction strategy for specific business
scenarios cannot rely solely on prior knowledge.

Experimental search for optimal retriever ne-
cessitates a standardized evaluation framework
to determine relative performance across specific
business scenarios. However, annotating all rele-
vant knowledge for each query to obtain complete
ground truth(GT) requires multiple traversals of
the entire knowledge base, resulting in prohibitive
costs. Meanwhile, Automated RAG evaluation sys-
tems like Ragas (Es et al., 2024) achieve assess-
ment by synthesizing queries from specified knowl-
edge, which differs from real user queries and fails
to guarantee consistency between evaluation results
and actual performance.

Therefore, we propose SEARA, an automated
approach for obtaining optimal retrievers that effi-
ciently enables fully automated retriever evaluation
using real user queries. The core advantages of our
method include:

* Cost-effective evaluation framework: We
address retriever evaluation data challenges
through innovative subset sampling tech-
niques, enabling efficient comparison of rela-
tive performance across different retrievers.

* Universal automated assessment: We lever-
age LLMs for intelligent sample discrimina-
tion and minimal retrieval fact extraction, ac-
commodating diverse retriever construction
strategies and achieving universal automated
evaluation across RAG scenarios.

* Comprehensive evaluation metrics: We in-
troduce holistic evaluation metrics that bal-
ance precision and recall considerations, re-
solving comparability issues between hetero-
geneous retrievers and enabling more robust
performance assessment.
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This paper will introduce the details of the
SEARA method in the Core Challenges and So-
lutions section, employ this method in two RAG
applications at rednote in the Cases section, and
finally present other research work related to this
paper in the Related Work section.

2 Core Challenges and Solutions

In this section, we introduce three core challenges
in retriever evaluation within RAG systems and
how our method addresses these challenges to ob-
tain the optimal retriever.

2.1 Data Acquisition

Core Challenge. A retriever ideally achieves per-
fect recall and precision by retrieving all relevant
knowledge without redundancy, but evaluating this
performance requires ground truth (GT) annota-
tion of all relevant facts for each query, which is
prohibitively expensive to obtain. Manual annota-
tion, while straightforward, is time-consuming and
costly. Model-based approaches offer automation
through embedding models (Sawarkar et al., 2024),
rerank models, or LLMs(Es et al., 2024). However,
embedding and rerank models are limited by their
performance capabilities, while LLM-based anno-
tation, though more accurate, results in excessive
computational costs.

To address the prohibitive cost of LLM recall,
random sampling can be applied to the knowl-
edge base to reduce its size and overall compu-
tational cost. For example, randomly sampling a
knowledge base |D| = N to |D'| = N’, where
N’ << N, achieves final computational cost
M x N' << M x N.

However, the premise that evaluation effective-
ness on the sampled knowledge base aligns with ac-
tual evaluation effectiveness requires that the sam-
pled data distribution matches the original knowl-
edge base distribution. Given the complexity of
RAG application scenarios, it is difficult to deter-
mine an objective, unified sampling method that
can eliminate distributional differences. Therefore,
evaluation methods based on random sampling lack
stable accuracy.

Proposed Method: Subset Sampling. Consid-
ering that our core objective is to obtain optimal
retrievers for specific business scenarios, and given
the difficulty of acquiring complete GT to calcu-
late absolutely accurate precision and recall, if we
can construct alternative GT to enable relatively

comparable precision and recall calculations, we
can still achieve relative comparison between dif-
ferent retrievers. Therefore, we propose a subset
sampling method to generate Pseudo GT.

Retriever1
TP-243
FP-1+6+8
FN-4+9+10

Retriever2
TP-3+4
FP-5+6+7
FN-2+9+10

Retriever2
Recall

Retriever1 /
Recall \2
9

True GT
Pseudo GT

Figure 1: With our subset sampling method, we can get
relative comparison between different retrievers.

Using the recall results of all retrievers in com-
parison as a sampled subset of the knowledge
base, we can ensure that the number of positive
samples predicted by each retriever remains un-
changed, while negative samples are reduced to the
same degree. As Figure 1 shows, for retrievers 1
and 2 in comparison, we aggregate all chunks re-
called by both retrievers as a sampled subset of the
knowledge base, thereby ensuring that all positive
samples (i.e., relevant chunks recalled) predicted
by both retrievers appear in the sampled subset,
while their predicted negative samples (i.e., rele-
vant chunks not recalled) are reduced to the same
extent, thus achieving relative comparison between
different retrievers at relatively low cost.

2.2 Evaluation Metrics

Core Challenge. In RAG systems, segmentation
strategies create inherent trade-offs where larger
chunks yield higher recall but lower precision, mak-
ing it challenging to select appropriate evaluation
metrics for robust retriever comparison.

The F-beta score addresses this by introducing
adjustable weights ( to balance precision and recall
importance(Goutte and Gaussier, 2005):

1+ (32) - precision - recall

ey

Fg = ( 3 —

(* - precision + recall

but determining a universal § value remains diffi-

cult for business-specific RAG systems due to their
highly specialized characteristics.

We use: PR-AUC. PR-AUC(Precision-Recall
Area Under Curve) evaluates model performance
via the area under the precision-recall curve, which
plots precision (y-axis) against recall (x-axis)
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across classification thresholds(Davis and Goad-
rich, 2006). Unlike ROC-AUC, PR-AUC is RO.
ROC’s False Positive Rate is insensitive to such
imbalance, masking retriever differences, while PR
curves focus on positive identification, better re-
flecting retrieval ability.

Crucially, PR-AUC avoids preset precision-
recall weights, using curves to show performance
across thresholds for easy retriever comparison: a
curve mostly above another indicates superior per-
formance. This avoids F-beta’s 3-determination
issues and F1’s rigid weights, offering a robust,
objective retriever evaluation standard.

2.3 Cross-Retriever Evaluation

When conducting comparisons between retrievers
with different segmentation strategies, the varying
lengths of chunks introduce computational errors.

Chunk of retriever A

A

redundancy gt redundancy
A B

|

Chunk of retriever B

Figure 2: The challenge of comparison between retriev-
ers with different segmentation strategy.

For instance, consider a comparison between
retriever A using segmentation strategy A and re-
triever B using segmentation strategy B in Fig-
ure 2. For a specific query recalling a partic-
ular overlapping gt, retriever A recalls the seg-
ment "redundancyA| gt", while retriever B recalls
the segment "gt||redundancyB". Both segments
would be classified as relevant by the LLM and thus
added to the GT subset, as both contain valid infor-
mation for answering the question. However, dur-
ing Pseudo GT generation, "redundancyAl| gt"
and "gt||redundancyB" would be counted as
two distinct gt chunks, leading to the erro-
neous conclusion that retriever A failed to recall
"gt||redundancyB" and retriever B failed to recall
"redundancyA|gt". Such computational results
are unreasonable, as both retriever A and retriever
B have effectively recalled the essential gt.

Therefore, this paper proposes an LLM-based
minimal retrieval facts generation method, utilizing
LLMs to extract minimal chunks from all chunks

classified as relevant. The method requires LLMs
to semantically segment recalled chunks, removing
redundant text to generate accurate and minimal
relevant text blocks as gt segments.

For example, in the case above, the LLM would
segment the recalled "redundancyAl|gt", identi-
fying "redundancy A" as irrelevant redundant text
and extracting the minimal relevant text block gt.
Similarly as recalled "gt||redundancyB", thereby
ensuring that both retriever A and retriever B suc-
cessfully recall gt during precision and recall cal-
culations, achieving universal relative evaluation
across retrievers.

3 Cases

Given the current state of RAG system applications
in industry, this paper selects two representative
RAG application within rednote: the knowledge-
based QA application represented by "Linghang
Shu" and the generative retrieval application in
travel scenarios. We employ the proposed SEARA
method to automatically obtain optimal retrievers
for both application.

3.1 Linghang Shu — rednote Employee
Self-Service Consultation Assistant

Linghang Shu is a rednote internal employee self-
service consultation assistant based on RAG sys-
tems. It serves all employees by retrieving the
enterprise’s knowledge base and providing intel-
ligent QA, boosting workplace issue processing
efficiency. Primarily, it answers queries via knowl-
edge base retrieval, with final responses generated
by LLMs, accurate retrieval of query-relevant enter-
prise information is critical to its performance. As a
deployed Al app at rednote, it maintains a database
of internal documents as sources., and it’s user de-
mands focus on consultation and QA, making it a
classic RAG application in knowledge-based Q&A
scenarios.

3.1.1 Retriever Construction Strategies

Based on the collected enterprise documents of
Linghang Shu, this paper constructs the following
strategy space. Any sampling within this strategy
space can construct a retriever, and our objective is
to automatically obtain the optimal retriever con-
struction strategy within this strategy space. The
retriever strategy space for Linghang Shu includes
three dimensions: segmentation strategy, retrieval
strategy, and embedding model.
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Strategy Dimension

Sub-strategy

Segmentation Strategy
Segmentation Strategy
Segmentation Strategy

Original segmentation strategy (original)
No merging and no secondary segmentation (nmns)
No merging but secondary segmentation (nms)

dense
hybrid

Retrieval Strategy
Retrieval Strategy

Embedding Model

tao8k, conan, xiaobu, zpoint

Table 1: Retriever Strategies

Based on combinations of sub-strategies across
these three dimensions, this paper constructs 24
retrievers in total in Table 1. The detail of sub-
strategies has shown in appendix B.

Our evaluation queries based on 266 real user
queries obtained from online service. We employ
the SEARA method to obtain the optimal retriever.

3.1.2 Evaluation Results

Our comprehensive evaluation of different embed-
ding models reveals that model selection signifi-
cantly impacts retrieval performance, with the co-
nan embedding model demonstrating substantial
advantages across most strategy combinations (Fig-
ure 3). The effectiveness of embedding models
varies depending on the segmentation and retrieval
strategies employed, with conan showing particu-
larly pronounced advantages when combined with
sparse retrieval methods.

Based on the complete experimental results, the
optimal retriever configuration combines the nms
segmentation strategy (no merging but secondary
segmentation), the conan embedding model, and
hybrid retrieval incorporating sparse retrieval meth-
ods. This configuration achieves superior retrieval
performance in both precision and recall metrics,
leading to the optimization of Linghang Shu’s RAG
system for knowledge-based QA applications. De-
tailed results for strategy evaluations are provided
in the Appendix D.

3.2 Retrieval-based Travel Assistant

Travel content ecosystem notes are a key compo-
nent of the rednote community. Leveraging high-
quality travel notes from the community and com-
bining LLMs for generative retrieval enables the
production of high-quality, accurate, and authentic
personalized travel guides tailored to users’ indi-
vidualized needs in scenarios such as travel plan-
ning, destination exploration, and guide searching,
thereby enhancing the efficiency and experience
of users’ travel decision-making. As a form of

generalized RAG application, generative retrieval
in this context relies heavily on understanding
user needs and retrieving highly relevant, authentic
travel notes; thus, evaluating various retriever con-
figurations against real user queries in travel scenar-
ios to identify optimal retrievers can significantly
improve the performance of such applications.

3.2.1 Retriever Construction Strategies

Generative retrieval relies on rednote community
note resources. Considering the textual characteris-
tics of notes, all rednote community note content
can be viewed as a pre-constructed knowledge base,
with one note corresponding to one chunk. There-
fore, the retriever’s objective is to recall several
note contents (chunks) most relevant to a specific
user query. Based on the characteristics of genera-
tive retrieval, this paper constructs different retriev-
ers through chain combinations of query rewriters,
filters, and rerankers. The retriever strategy space
in this scenario includes three core dimensions:
query rewriter, filter, and reranker.

Based on combinations of sub-strategies across
these three dimensions, theoretically 96 different
retrievers can be constructed. Considering evalua-
tion time costs and practicality, this paper adopts a
staged evaluation strategy to optimize retriever con-
struction in Table 2. The detail of sub-strategies has
shown in Appendix C. Our evaluation queries are
based on 300 real user queries collected in travel
scenarios, and we use travel note content from the
rednote platform to construct the knowledge base.

3.2.2 Evaluation Results

Our comprehensive evaluation of the retrieval
pipeline examined the complex interactions be-
tween query rewriter, filter, and reranker compo-
nents across 8 different combination strategies. The
results reveal that these components exhibit intri-
cate interdependencies, where the effectiveness of
each component depends heavily on the states of
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precsion

Figure 3: Evaluation Result of Embedding Model.

Stage  Sub-strategy Notes

Stage 1 Quality filtering Filter low quality notes

Stage 1 POI filtering Filter bottom 25% POI notes

Stage 1 Length filtering Filter notes with length < 50

Stage 1 Engagement filtering Filter notes with interactions < 25

Stage 2 Qwen3-Reranker Calculate chunk relevance scores

Stage 2 LLM-Reranker Direct reranking with Qwen3-8B-Instruct
Stage 3 Query rewriter Use dots.IIm1 model for query rewriting
Stage 3 Filter Apply optimal filter from Stage 1

Stage 3 Reranker Apply optimal reranker from Stage 2

Table 2: Retriever Strategies of Three Stage

others, in Figure 4, 5, 6. Query rewriter tends to
decrease retrieval relevance by introducing results
from derived queries, showing improvement only
when both filter and reranker are simultaneously
enabled. The reranker consistently improves per-
formance in most scenarios. Filter components
demonstrate the ability to enhance recall, but can
substantially reduce precision when reranker is en-
abled and query rewriter is disabled.

We also calculate the latency of different
pipelines. In the filter evaluation stage, latency
differences were not assessed due to negligi-
ble filtering latency compared to other compo-
nents. During the reranker evaluation stage, LLM-
Reranker demonstrated superior efficiency over
Qwen-Reranker (2.43s/q vs 12.83s/q) while main-
taining comparable PR-AUC performance, leading
to its selection for subsequent evaluations. The
overall pipeline evaluation examined eight config-
uration combinations with latencies ranging from
78.3ms to 628.0ms.

Based on combined PR-AUC and latency results,
two optimal retrievals emerge for travel assistant:
(1) simultaneously enabling query rewriter + fil-

ter + reranker with 6.28s/q latency for precision-
prioritized applications, and (2) enabling only fil-
ter with 2.04s/q latency for recall-prioritized ap-
plications. The optimal filter combines POI fil-
ter, length filter, and engagement filter while dis-
abling quality filter. The optimal reranker is LLM
reranker. These findings highlight the critical im-
portance of considering component interactions
rather than optimizing individual components in
isolation when designing RAG retrieval pipelines.
Detailed evaluation results for individual filter com-
ponents, reranker comparisons, and component in-
teraction analyses are provided in the Appendix
E.

4 Related work

Retrieval-Augmented Generation (RAG) Evalu-
ation RAG integrates LLMs through a retriever-
generator architecture (Lewis et al., 2020; Gao
et al., 2023), reducing hallucinations and improv-
ing response accuracy (Huang et al., 2025; Yu
et al., 2024). RAG evaluation is complex, requir-
ing assessment of each components and overall
performance. Computing retrieval gt incurs high
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Figure 6: Evaluation Result of Using Filter.

costs (Tang and Yang, 2024), generators require fac-
tual correctness and relevance evaluation (Zheng
et al., 2023), and component interactions necessi-
tate end-to-end assessment (Es et al., 2024). Down-
stream task complexity and production factors like
latency must also be considered (Zhang et al., 2022;
Chen et al., 2024).Yu et al. proposed a three-
dimensional framework contains retriever, genera-
tor and overall system (Yu et al., 2024), but specific
methods for efficient retriever evaluation without
gt remain gaps, which this paper addresses.

RAG Evaluation Benchmarks Researchers
have constructed targeted benchmarks drawing
from established datasets like KILT (Petroni et al.,
2020) and SuperGLUE (Wang et al., 2019). Chen
et al. developed RGB evaluating LLMs’ four ba-
sic RAG capabilities (Chen et al., 2024). Lyu et
al. created CRUD-RAG covering four application
scenarios (Lyu et al., 2025). Tang et al. constructed
MultiHop-RAG for multi-hop queries (Tang and
Yang, 2024). However, benchmark-only evaluation
cannot address two issues: real user queries contain
complex non-factual or ambiguous questions chal-
lenging standard answer construction, and scenario-
specific requirements prevent universal benchmark.

RAG Automated Evaluation Methods LLM-
based frameworks address standard answer con-
struction difficulties. Ragas generates questions

and answers from documents for evaluation (Es
et al., 2024). ARES fine-tunes models for domain-
specific evaluation (Saad-Falcon et al., 2023).
RAGEVval uses pattern-based processes for high-
quality sample generation (Zhu et al., 2024). How-
ever, synthetic data is often overly standardized,
failing to reflect real-world query complexity and
affecting evaluation effectiveness.

Retriever Evaluation Existing RAG evaluation
frameworks adopt simplified retriever evaluation
strategies. Ragas measures context relevance us-
ing LLM judgment but ignores recall effective-
ness (Es et al., 2024). CRUD-RAG uses MRR
considering only first retrieval gt, insufficient for
multi-document synthesis needs (Lyu et al., 2025).
MultiHop-RAG employs Hit Rate but fails to ac-
curately reflect complete evidence chain collec-
tion (Tang and Yang, 2024). Traditional metrics
like precision and recall face adaptation difficulties
in RAG scenarios, Limited attempts like Xu et al.’s
F1-recall application face construction difficulties
and high costs (Xu et al., 2024), with evaluation
results often differing from actual performance.

5 Conclusion

Addressing the challenge of determining optimal
retriever construction strategies for specific busi-
ness scenarios in RAG systems, this paper proposes
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the SEARA method. Through the utilization of real
user queries, this method enables fully automated
retriever evaluation, thereby identifying optimal re-
trievers for specific business contexts, providing a
data-driven solution for RAG system performance
improvement. Based on this method, we automati-
cally obtain optimal retrievers in two scenarios in
rednote. Experimental results demonstrate that op-
timal retrievers are highly application-dependent,
the automated acquisition of optimal strategy com-
binations tailored to diverse application environ-
ments through the SEARA method holds signifi-
cant implications for the practical performance of
RAG applications.

6 Limitation

Trade-off between computational efficiency and
evaluation accuracy: Our proposed SEARA
method faces a challenge in balancing computa-
tional cost with evaluation quality. When con-
structing Pseudo GT through subset sampling, in-
corporating a larger number of retrievers in the
comparison process yields Pseudo GT that more
closely approximates the true GT, thereby enhanc-
ing evaluation reliability. However, this improved
accuracy comes at the expense of significantly in-
creased computational overhead, as each additional
retriever requires substantial processing time and
resources. This computational burden becomes
particularly pronounced in large-scale retrieval sys-
tems or when frequent evaluations are necessary.
From a practical standpoint, different application
scenarios may require different evaluation strate-
gies - real-time systems prioritize computational ef-
ficiency while offline evaluation systems can afford
more comprehensive comparisons. Future work
should focus on developing adaptive mechanisms
that can dynamically adjust the evaluation scope
based on available computational resources and
required accuracy levels.

Dependence on authentic user queries and
handling of unanswerable queries: SEARA’s
effectiveness is inherently tied to the availability
and quality of authentic user query datasets, which
may not always be accessible or representative.
The method assumes that user queries have retriev-
able answers within the knowledge base, but real-
world scenarios often include unanswerable queries
- those for which no relevant information exists.
Currently, our framework does not distinguish be-
tween answerable and unanswerable queries, which

may lead to suboptimal evaluation outcomes and
wasted computational resources. This limitation
stems from the challenge of automatically detect-
ing query answerability without access to ground
truth annotations. Developing robust mechanisms
to identify and appropriately handle unanswerable
queries represents a promising direction for future
work, potentially through query difficulty estima-
tion or retrieval confidence scoring techniques.
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A Mathematical Proof of Subset
Sampling

Here we demonstrate through metric calculations
that the results computed based on Pseudo GT are
relatively consistent with those computed on real
GT.

Assume that on real GT, retriever 1 yields TPy,
F P, TNy, FNy, and retriever 2 yields T' P, F' P,
T Ny, F'Ny. Assume that on the Pseudo GT gen-
erated in this paper, retriever 1 yields T'P|, F P},
TN{, FN7, and retriever 2 yields T Pj, F Py, TNy,
FNi.

Based on the Pseudo GT generation method us-
ing subset sampling proposed in this paper, all pos-
itive examples predicted by retrievers will appear
in the subset, therefore:

TP, =TP) ©)
FP, = FP] 3)
TP, = TP, @)
FP, = FP, (5)

Since samples recalled by any retriever will ap-
pear in the subset, positive samples not appearing
in the subset are F'N,. (actually relevant samples
not recalled by any retriever), and negative samples
not appearing in the subset are T'V,..; (actually
irrelevant samples that were also not mistakenly
recalled by any retriever). According to the subset
sampling method:

FN| =FN, — FN,, (©6)
TN! = TNy — TNyes )
FN) = FNy — FNy, 8)
TN}, = TNy — TNyes )

Since the knowledge base is fixed, all positive
samples are fixed. Let all positive samples be P,
then:

TP+ FNy =P (10)

(1)

Assume that the precision calculated by retriever
1 on real GT and Pseudo GT are precision; and
precision)y, and the recall are recall; and recall,
respectively. Similarly, assume that the precision
and recall calculated by retriever 2 on real GT and
Pseudo GT are precisions, precision’Q, recally,

TP1/+FN{:P_FN’I“€$
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and recall),. According to the calculation principle
of precision:

TP
TP +FP
__ TH

- TP+ FP]

o .. /
= precisiony

precision =

(12)

TP2
TPy, + FPy
__ TH
- TP)+FP}

o Y 4
= Precision,

precisions =

(13)

Therefore, the precision calculated on Pseudo

GT is completely consistent with the real precision.

According to the calculation principle of recall:

TP
7”66&”1 = m
TP
= = 1 (14)
TP] 4+ FN| + FNyes
_ TP
P
TP! TP!

i = = . 15
recally = T NI T P— Ny )
TP,

recally = 7TP2 TN,
TP,
= 7 (16)
TPy + FNjy+ FNyes
_ TP
P
TP, TP,
recall’y 2 2 a7

T TP,+ FN, P — FNy,

To demonstrate that recall calculated on Pseudo
GT is relatively comparable, we assume:

recally > recally (18)
That is:
TP TPj
1 2 (19)
P_ FNres P_ FNT‘GS

TP > TP, (20)
Then:
TP, TP}
—_— > —= 21
P P @h
TP, TP
22
o~ p (22)
recally > recalls (23)

This demonstrates that based on the subset sam-
pling method proposed in this paper, the recall cal-
culated on Pseudo GT is relatively comparable to
the recall on real GT. Meanwhile, assuming each
retriever recalls top-K relevant chunks, and gen-
erally K << N, the computational cost for each
retriever based on the subset sampling method is
M x K << M x N, thus achieving relative eval-
uation of different retrievers at low cost.

B Detail of Linghang Shu Retriever
Strategies Space

Segmentation Strategy

Segmentation strategy refers to how to perform
chunk segmentation on enterprise source docu-
ments. The core evaluation point of this dimen-
sion is whether to control chunk length distribu-
tion through secondary segmentation, merging, and
other operations. Sub-strategies in this dimension
include:

* Original strategy (original): Considering
that Linghang Shu primarily uses source doc-
uments in standardized reddoc format (red-
note’s internal cloud document), and to con-
trol chunk length concentration, our defined
original strategy segments according to doc-
ument title hierarchy, merges adjacent small
chunks of the same hierarchy level, and per-
forms secondary segmentation on overly long
chunks.

* No merging but secondary segmentation
(nms): Similarly segments according to docu-
ment title hierarchy and performs secondary
segmentation on overly long chunks, but
avoids merging operations to prevent potential
topic mixing issues caused by merging small
chunks.
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* No merging and no secondary segmenta-
tion (nmns): Only segments according to doc-
ument title hierarchy without merging oper-
ations, and simultaneously avoids secondary
segmentation to prevent potential topic frag-
mentation issues caused by secondary segmen-
tation.

Retrieval Strategy

Retrieval strategy refers to how to recall chunks
from the enterprise knowledge base constructed
based on segmentation strategy for given user
queries. The core evaluation point of this dimen-
sion is whether to combine sparse retrieval methods
to improve retrieval performance. Sub-strategies in
this dimension include:

* Dense retrieval (dense): Directly uses dense
embedding models to convert chunks into
semantic vectors, then recalls the top K
chunks most semantically similar to the
query through HNSW (Hierarchical Naviga-
ble Small Worlds) algorithm.

e Hybrid retrieval (hybrid): Uses a hybrid
retrieval method combining BM25 sparse re-
trieval based on keyword matching to assist
dense retrieval in recalling the top K chunks
most semantically similar to the query.

Embedding Model

Refers to which dense embedding model is used
to achieve chunk-to-semantic vector conversion.
This paper selects four mainstream embedding
models with good Chinese retrieval performance:

+ Conan-embedding (conan)!: An open-
source Chinese embedding model trained and
released by Tencent, based on BERT architec-
ture and trained through contrastive learning
with dynamic hard negative sampling meth-
ods.

* Tao-8k-embedding (tao8k)>: Based on the
Stella-v2 model, extending context to 8K and
trained using Chinese data.

+ Zpoint-embedding (zpoint)*: Also based on
the Stella-v2 model, using LLM-synthesized
data for multi-task training in retrieval tasks.

"https://huggingface.co/TencentBAC/Conan-embedding-
vl
*https://huggingface.co/Amu/tao-8k

3https://huggingface.co/iampanda/zpoint_large_embedding_zh

* Xiaobu-embedding (xiaobu)*: Based on the
GTE model with Chinese multi-task fine-
tuning.

C Detail of Travel Assistant Retriever
Strategies Space

Query Rewriter

The query rewriter refers to whether semantic
expansion and optimization are performed on user-
input travel-related queries to improve recall ef-
fectiveness. The core evaluation point of this di-
mension is whether to use a query rewriter to en-
hance recall effectiveness and semantic matching.
This paper uses the dots.llm1 > model as the query
rewriter. Sub-strategies in this dimension include:

* No query rewriter (no_rewriter): Directly
uses the user’s original query for retrieval, re-
calling Top50 results while maintaining the
originality of query intent.

» Using query rewriter (Ilm_rewriter): Uses
the dots.llm1 model to perform semantic ex-
pansion on the user’s original query, gener-
ating 4 additional queries, with each query
recalling Top10 results.

Filter

The filter refers to whether to add specific con-
ditions when recalling candidate notes. The core
evaluation point of this dimension is whether to im-
prove the relevance and quality of retrieval results
through multi-level filter. This dimension includes
switch combinations of four sub-dimensions:

* Quality filter (quality): Filters low-quality
content based on note text quality and image
quality.

* Length filter (length): Filters content lacking
informativeness based on note text length.

e POI filter (POI): Filters notes that do not
include query-related locations based on the
number of geographical location information
mentioned in notes.

* Engagement filter (engage): Filters content
lacking user recognition based on user inter-
action behaviors (including likes, replies, for-
wards).

*https://huggingface.co/lier007/xiaobu-embedding
Shttps://huggingface.co/rednote-hilab/dots.llm1.inst
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Reranker

The reranker refers to reranking candidate notes
after initial retrieval and filter to prioritize relevant
information in recall results. The core evaluation
point of this dimension is selecting appropriate
reranking models to optimize the final retrieval re-
sult order. Sub-strategies in this dimension include:

* Qwen3-Reranker reranking
(qwen_reranker): Uses the Qwen3-
Reranker-0.6B model to calculate relevance
scores between queries and note content for
reranking.

* Qwen3-8B few-shot reranking
(Ilm_reranker): Uses Qwen3-8B LLM
for content reranking through few-shot
in-context learning..

* No reranker (no_reranker): Does not per-
form reranking, directly using the original
ranking results from the retriever.

D Evaluation Result of Linghang Shu
Q&A Bot

(1) Segmentation Strategy.

We first compare the effects of three sub-
strategies for segmentation strategy, fitting other
strategy selections, with results shown in the Figure
7.

It can be observed that different segmentation
strategies have minimal impact on retriever re-
trieval effectiveness. The original segmentation
strategy, which performs small text chunk merg-
ing and secondary segmentation of overly long text
chunks, achieves higher recall due to its ability
to ensure concentrated text chunk lengths. The
nms strategy (no small text chunk merging) and
nmns strategy (no merging of small text chunks
and no segmentation of overly long text chunks)
achieve higher precision by better avoiding seman-
tic fragmentation. Overall, different segmentation
strategies show similar retrieval performance.

(2) Retrieval Strategy.

We compare two sub-strategies for retrieval strat-
egy, fitting other strategy selections, results are
shown in the Figure 8.

It can be observed that across all strategy combi-
nations, hybrid retrieval strategy demonstrates sig-
nificant advantages, achieving higher performance
in both precision and recall. This indicates that
incorporating sparse retrieval methods can substan-
tially enhance retriever retrieval performance.

(3) Embedding Model.

We compare four different embedding models,
fitting other strategy selections, results are shown
in the Figure 9.

It can be observed that the effectiveness of differ-
ent embedding models correlates with the segmen-
tation and retrieval strategies used, with embedding
models showing different performance advantages
under different strategy combinations. However,
under most strategy combinations, the conan em-
bedding model shows significant advantages, with
more pronounced advantages when the retrieval
strategy is sparse retrieval. The performance differ-
ences between different embedding models signifi-
cantly diminish under hybrid retrieval, indicating
that the conan embedding model is most suitable
for Linghang Shu’s application scenario.

E Evaluation Result of Travel Assistant

(1) Filter Evaluation.

We first compare combinations of four filter di-
mensions (16 strategies total) to obtain the optimal
filter:

Quality Filter: Results of Figure 10 show that
enabling quality filter produces negative effects on
retrieval results in almost all scenarios.

POI Filter: According to experimental results,
enabling POl filter achieves higher recall in most
scenarios but slightly lower precision. Because
of the length of paper, we didn’t show this figure.
Overall, enabling POI filter shows better perfor-
mance.

Length Filter: As shown in Figure 11, enabling
length filter performs better in most situations.

Engagement Filter: The impact of engage-
ment filter is complex showned in Figure 12, with
curves showing poorer performance in all scenarios
whether enabled or not. However, combined with
the above findings, when POI filter and length filter
are simultaneously enabled, enabling engagement
filter achieves better final retrieval effectiveness.

In summary, for travel scenarios, the optimal fil-
ter enables POI filter, length filter, and engagement
filter while disabling quality filter.

(2) Reranker Evaluation

For two types of rerankers, we conduct compre-
hensive comparison using our method (filters are
not used during experiments) in Figure 13.

Comparison shows that rerankers have minimal
impact on results, but using LLM-Reranker still
brings some degree of performance improvement.
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Figure 8: Evaluation Result of Retrieval Strategy.

Additionally, for one query, Qwen-Reranker re-
quires 50 calculations to complete reranking (needs
to calculate relevance between each chunk and
query), while LLM-Reranker only requires 4 calcu-
lations to complete reranking (uses sliding window
to rerank 50 chunks with window size 20 and over-
lap of 10 chunks), making LLM-Reranker more
cost-effective. Therefore, in the current scenario,
LLM-Reranker is the optimal reranker.
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Figure 11: Evaluation Result of Length Filter.
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Figure 13: Evaluation Result of Reranker
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