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Abstract

Given the inherent subjectivity of similarity
in text, fully unsupervised text clustering is
unlikely to produce groupings that are rele-
vant across a variety of use cases. Traditional
techniques to guide clustering rely on costly,
time-consuming human feedback and/or pre-
existing labels. Leveraging recent advance-
ments in LLMs and decoder-only embedding
models, we present techniques to effectively
control text embeddings with minimal human
input: instruction prefixing and LLM prepro-
cessing. We evaluate clustering performance
for datasets with multiple independent ground-
truth labels, or perspectives, and find that these
techniques can be used to improve clustering
for one perspective or use case, at the cost of a
tradeoff in performance for another use case.

1 Introduction

Clustering is a central component of enterprise
process analysis. For example, in IT Service
Management (ITSM), common asks by Process
Owners (POs) include “What are the most com-
mon user complaints?”, “What are the underly-
ing causes of problems?”, and “Why are tickets
rerouted to agents?”. The answer POs seek in-
volve grouping complex information into buckets
that make sense from one’s analysis perspective.
The analysis typically involves large and complex
datasets that span thousands of cases. The way
POs seek to make sense of this information is
through clustering it, and indeed nearly any enter-
prise software vendor supports clustering.

Clustering aims to group similar data points;
however, similarity for data points often depends
on the analyst’s perspective. Consider a dataset
of social media posts: a content moderator might
want to group posts with similar emotional tones
and obscene language indicators (Oskouie et al.,
2024; Kumar et al., 2023), whereas a medical re-
searcher might look for groupings based on men-

Prefix Original Text
Method 1

Instruction Pref ixing

Method 2

LLM Preprocessing

Prompt LLM

Rewritten 

Data

Text Embeddings

Embedding modelRaw Data Clusters

Figure 1: We explore two primary techniques to inject
user perspective: instruction prefixing (top) and pre-
embedding text transformation with LLM preprocess-
ing (bottom).

tions of drug use or illnesses, irrespective of senti-
ment (Yang et al., 2019; Chan et al., 2025). Each
of these analytical perspectives produces distinct
yet equally valid ways of organizing the same data.

We therefore argue that unsupervised clustering
is an ill-defined problem (Caruana et al., 2006),
and that clustering is inherently subjective. In
a space of many possible “correct” groupings, a
generic clustering algorithm is unlikely to orga-
nize data in a way relevant to a user’s specific use
case (Caruana, 2013).

Traditional methods that offer more control
over clustering include semi-supervised cluster-
ing (Butyaev et al., 2022; Qin et al., 2019) and
meta clustering (Caruana et al., 2006). How-
ever, both techniques have significant limitations.
Semi-supervised clustering relies on expensive hu-
man feedback or annotation, which limits scalabil-
ity (Viswanathan et al., 2023). Traditional meta
clustering is incompatible with abstract, high-
dimensional data with correlated features, such as
text representations (Caruana et al., 2006; Das-
gupta et al., 2012).

In this paper, we explore an alternative approach
for providing control over clusters: we leverage
recent advances in instruction-tuned LLMs (Nie
et al., 2024; Cao, 2024; Tao et al., 2024) to ma-
nipulate the embedding space itself via prompt-
ing, while keeping the clustering algorithms un-
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changed. Specifically, we aim to answer the fol-
lowing research questions:
RQ1: Can embedding modification techniques

control clusters to favor a user-specified
perspective which may be underrepresented
in baseline unsupervised clustering?

RQ2: How much a priori information is needed
to achieve this control?

Using short, intuitive prompts, we show that
perspective-injection techniques can reshape em-
bedding spaces to reflect various viewpoints with-
out relying on labor-intensive supervision meth-
ods. We evaluate this approach on a variety of
multi-perspective datasets representing real-world
use cases, and demonstrate a generalizable ability
to reveal patterns that would have been overlooked
by traditional unsupervised clustering.

2 Background and Approaches

Most existing work on incorporating LLMs into
text clustering has leveraged their powerful text
generation capabilities. LLMs can simulate expert
feedback to guide clustering (Viswanathan et al.,
2023; Zhang et al., 2023; Yang et al., 2024; Trivedi
et al.), replacing the costly human input required
in traditional semi-supervised clustering. How-
ever, scalability becomes an issue as dataset size
increases. LLMs can also be applied post-hoc to
improve interpretability of text clustering, by gen-
erating labels or freeform explanations for clusters
(Nie et al., 2024).

Several modern LLM-based text clustering sys-
tems such as NV-Embed (Lee et al., 2024) and
LLM2Vec (BehnamGhader et al., 2024) include
an optional prompting step, and can be used as
text embedders. Their key advantage over tra-
ditional embedding methods is that instruction-
tuned LLMs are responsive to prompting, enabling
zero-shot instructional control over the embedding
space. We utilize this property for our study.

2.1 Our Contribution: Injecting Perspective

Existing work has largely explored how LLMs can
improve clustering performance on a single prede-
fined set of ground-truth clusters per dataset. To
our knowledge, we are the first to explore the com-
plementary question of how LLMs can be used to
inject multiple alternative perspectives per dataset.
To this end, we explore both generation-based and
prompting-based methods for injecting perspec-
tive into the clustering pipeline.

Pre-embedding Text Transformation. One
way to inject a desired perspective into the clus-
tering pipeline is to transform the input text prior
to embedding to better align with that perspective.
Generic summarization has been shown to be
ineffective for this purpose (Petukhova et al.,
2025). Outside of clustering, however, prompting
an LLM to perform a guided transformation
(focusing on or excluding specific properties)
has improved performance in other downstream
tasks (Hua et al., 2024; Chang et al., 2024; Li
et al., 2023). We apply this LLM preprocessing
concept by using an LLM to rewrite text before
embedding, investigating both inclusion (retain
only relevant information) and exclusion (remove
confounding information) prompts.

Instruction Prefixing. We explore how prompt-
ing influences the behavior of instruction-tuned
LLM embedders. Prompting typically involves
prepending an instruction to the input text, a pro-
cess we refer to as instruction prefixing. Tra-
ditionally, such prefixing has been used to bet-
ter align the embeddings with tasks in standard
evaluation benchmarks like the Massive Text Em-
bedding Benchmark (MTEB) (Muennighoff et al.,
2022), thereby improving performance.

Our use of prefixing is different (and, to our
knowledge, novel): rather than aiming to improve
performance on a given ground-truth label or met-
ric, we seek to reshape the embedding space to dis-
cover alternative ways to cluster the same data. We
achieve this by systematically changing the pre-
fix (e.g., “Cluster by topic” vs. “Cluster by senti-
ment”).

3 Methods

Our experimental design evaluates how effectively
instruction-based techniques can shape embed-
dings to align with user-defined perspectives dur-
ing clustering. We design multiple prompt varia-
tions for both LLM preprocessing and instruction
prefixing, and evaluate them on three datasets rep-
resenting a diverse range of real-world use cases.
To support reproducibility, we use open datasets
related to our primary use cases of interest: cus-
tomer support and developer support in enterprise
workflow automation.

3.1 Datasets

A critical requirement for our study was the
availability of datasets with multiple, orthogonal
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ground-truth labels for the same documents. This
allows us to quantitatively measure how well an
instruction can steer the clustering outcome to-
ward one perspective (e.g., topic) and away from
another (e.g., sentiment). We used modified sub-
sets of the following publicly available datasets:

• Customer Support (Bitext, 2024): 1000 cus-
tomer support interactions, labeled by inquiry
topic (4 labels, e.g., financial, account) and sen-
timent (positive, rude). We conduct most subse-
quent analysis on this data due to its applicabil-
ity in real-world scenarios.

• StackOverflow (Shah et al., 2024): 414 pro-
gramming questions, labeled by programming
language (4 labels) and question intent (debug-
ging, implementation, conceptual).

• Coarse Discourse Subreddit (Zhang et al.,
2017a): 10,318 posts labeled by subreddit (5
labels representing topic) and comment speech
type (10 labels, e.g., elaboration, appreciation).

All datasets were filtered to include only instances
with the specified labels.

A common property across the datasets is that
each contains one label aligned with semantic
meaning and another aligned with pragmatics.
This reflects linguistic theories on the orthogonal-
ity of literal and expressive meaning (Potts, 2007).

3.2 Embedding Models

Since instruction prefixing requires an instruction-
tuned model, we use NV-Embed (Lee et al., 2024)
as the primary model for our experiments and
analysis. Other instruction-tuned models, such as
Multilingual E5 Large Instruct (Wang et al., 2024),
exhibit similar behavior and tradeoffs across all
datasets (Appendix Tables 13, 14).1

Unlike instruction prefixing, LLM preprocess-
ing involves fully transforming the input text be-
fore the embedding stage. This means it can
in principle be used with any embedding model,
not just instruction-tuned ones. Therefore, for
comparison we also run LLM preprocessing ex-
periments with two non-instruction-tuned embed-
ders: basic TF-IDF, and SBERT (Reimers and
Gurevych, 2021).

1For space and readability, our analysis focuses solely on
NV-Embed results since it was the top model on MTEB at
the start of our experiments; results for other models can be
found in the Appendix.

3.3 Prompt Strategies

We designed and tested several prompt strategies
to inject perspective.
1. Baseline: No prefix instruction or preprocess-

ing. The raw text is embedded directly.
2. Clustering Instruction Prefix: The text is

prepended with a simple instruction defining
the clustering goal. Ex: Identify the topic of
this customer support inquiry.

3. Clustering Instruction Prefix with Classes: The
prefix includes the explicit class names for the
desired perspective. This tests the impact of
providing more prior knowledge. Ex: Identify
the topic (financial, content, account, distribu-
tion) of this customer support inquiry.

4. Inclusion LLM Preprocessing: A one-shot
prompt instructs an LLM (GPT-4.1-mini) to
rewrite the text, keeping only information rel-
evant to the target perspective. Ex: From this
customer support inquiry, only keep text related
to the topic. For example, “There’s a bloody
issue with my damn account” should become
“There’s an issue with my account.”

5. Exclusion LLM Preprocessing: A one-shot
prompt instructs the LLM to rewrite the text,
removing information related to a confounding
perspective. Ex: From this customer support
inquiry, remove any text related to sentiment.
For example, “There’s a bloody annoying issue
with my account” should become “There’s an
issue with my account.”

3.4 Clustering & Evaluation

We used k-means to cluster the generated embed-
dings, with the number of clusters k set to the
number of ground-truth labels for the target per-
spective. Our methods operate at the embedding
level and are therefore compatible with any clus-
tering algorithm; k-means was chosen for its sim-
plicity and widespread use. To account for vari-
ability, each experiment was repeated 10 times
with different random seeds, and we report the
mean scores.

We assessed clustering quality using the V-
Measure Score (Rosenberg and Hirschberg, 2007),
a standard metric from MTEB (Muennighoff et al.,
2022) which is computed as the harmonic mean of
homogeneity and completeness.2

2We also computed Purity Score, another standard MTEB
metric; the results were qualitatively similar and are omitted
for redundancy, but can be found in the Appendix.
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To contextualize our results, we implement two
reference points for comparison: Viswanathan
et al. (2023)’s Keyphrase Expansion technique,3

and a Classification Prompt where the LLM is
asked to directly classify the text given the labels
(e.g., “Classify the topic (financial, content, ac-
count, distribution) of this customer support in-
quiry”). The latter represents a theoretical upper
bound for LLM performance in an unrealistic sce-
nario with full prior knowledge of the classes.

4 Results & Analysis

4.1 Baselines

We first run clustering without prefix instructions
or LLM preprocessing as a baseline. We find
that across all settings, both SBERT and NV-
Embed result in clusters that are closely aligned
(high v-measure) with one perspective (which
we denote as the dominant perspective, or DP)
while being completely uncorrelated (near-zero v-
measure) with the other perspective (which we de-
note as the alternative perspective, or AP) (See
Figure 2 and Table 1)4. In all cases, the domi-
nant perspective is the one associated with seman-
tic meaning. In other words, the “default” behav-
ior of the clustering pipeline appears to resemble
topic modeling (Blei et al., 2003), corroborating
prior work which has found that capturing intents
or pragmatics requires deliberate finessing of the
model (Zhang et al., 2017b).

Dataset DP AP

Customer Support Inquiry Topic Sentiment
StackOverflow Programming Language Question Intent
Coarse Discourse Subreddit Speech Type

Table 1: Dominant (DP) and Alternative (AP) perspec-
tives for each dataset.

This finding illuminates a clear direction to-
wards answering our RQs (Section 1): given that
the baseline yields clusters that are closely corre-
lated with only the dominant perspective, in or-
der to demonstrate controllability of clusters, we
should aim to shape the embeddings such that the
resulting clusters are more correlated with the al-
ternative perspective. Further analysis is geared
towards achieving this goal.

3Specifically, a reimplementation using NV-Embed as the
LLM to ensure a fair comparison.

4TF-IDF shows similar behavior except on the Reddit
dataset, where it performs poorly across the board.

Figure 2: Baseline V-measure scores for Customer
Support, StackOverflow, and Reddit datasets (“DP”
refers to the dominant perspective, “AP” refers to the
alternative perspective).

4.2 Perspective Injection Results

Using the four non-baseline prompting strategies
described in Section 3.3, we develop prompts to
steer embeddings towards the alternative perspec-
tive for each dataset,5 then run k-means clustering
on the resulting embeddings. For comparison, we
also run k-means clustering on the baseline, no-
prompt embeddings. The full results are summa-
rized in Table 2, which shows v-measure scores for
each clustering, alongside the baseline and refer-
ence methods for comparison. The following sub-
sections discuss key findings in further detail.

Figure 3: PCA visualizations of NV-Embed embed-
dings on Customer Support dataset. Cluster Labels
(left) and True Labels (right) are shown for baseline
embeddings (top) versus using a prefix to guide the em-
beddings to favor the AP (bottom).

Prefixing improves alignment with the alterna-
tive perspective. Adding a prefix instruction for
the AP generally results in clusters that are more

5The full text of the prompts is ommitted for space but
can be found in Appendix Tables 15-18.
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Customer Support Inquiries StackOverflow Questions Reddit Posts
Prompt Strategy Topic (DP) Sentiment (AP) Language (DP) Intent (AP) Subreddit (DP) Speech (AP)

Baseline 0.81 ± 0.03 0.00 ± 0.00 0.83 ± 0.01 0.02 ± 0.00 0.49 ± 0.00 0.06 ± 0.00
Prefix AP 0.04 ± 0.00 0.73 ± 0.00 0.72 ± 0.00 0.04 ± 0.00 0.06 ± 0.01 0.22 ± 0.00
Prefix AP (w/ classes) 0.04 ± 0.00 0.95 ± 0.00 0.69 ± 0.01 0.04 ± 0.00 0.06 ± 0.00 0.20 ± 0.00
Inclusion AP 0.01 ± 0.00 0.98 ± 0.00 0.83 ± 0.01 0.02 ± 0.00 0.08 ± 0.01 0.13 ± 0.00
Exclusion DP 0.05 ± 0.05 0.70 ± 0.00 0.27 ± 0.01 0.29 ± 0.01 0.27 ± 0.00 0.12 ± 0.00

Keyphrase (DP) 0.70 ± — 0.00 ± — 0.83 ± — 0.02 ± — 0.42 ± — 0.06 ± —
Keyphrase (AP) 0.00 ± — 0.82 ± — 0.64 ± — 0.016 ± — 0.19 ± — 0.10 ± —

Classify 0.84 ± 0.00 0.92 ± 0.00 0.81 ± 0.08 0.46 ± 0.00 0.54 ± 0.00 0.22 ± 0.00

Table 2: V-measure scores were calculated to evaluate clustering performance for each prompt method on three
datasets. The Prefix AP and Exclusion DP methods (bolded) consistently improved v-measure scores for the
alternative perspective AP for all three datasets. LLM Few Shot results use the NV-Embed2 embedder. Maximum
values among methods where explicit labels are unavailable (ie, all but Classify and Prefix AP (w/ classes)) are
underlined. ± terms indicate standard deviations. Refer to Table 1 for AP and DP definitions.

closely correlated with that perspective. This ef-
fect is most significant for the Customer Support
dataset: baseline v-measure for the AP (sentiment)
was 0 (equivalent to random performance), but the
prefix-induced clusters had 0.73 v-measure (Ta-
ble 2). This effect is also visually demonstrated
in Figure 3, which shows how prefixing altered
the geometry of the embedding space to more
cleanly separate positive-sentiment from negative-
sentiment examples.

The results for the Reddit dataset are more
muted, but still show a noticeable improvement:
the v-measure for the AP (speech type) is 0.22 af-
ter prefixing, versus 0.06 baseline. The least im-
provement is in the StackOverflow dataset, where
even with prefixing, the v-measure for the AP (in-
tent) remains low, at 0.04 (versus 0.02 baseline).
This may be because properties related to pro-
gramming language (DP) are ubiquitous in Stack-
Overflow posts, and intent detection is inherently a
more difficult task (Sultana et al., 2024; Sanchez-
Karhunen et al., 2024).

Prefixing does not require in-depth knowledge
of specific classes. The prefixing results suggest
a positive answer to RQ1: it is possible to steer
embeddings towards a desired, underrepresented
perspective (AP) using a natural language prefix
prompt. Next, we investigate RQ2: does more
effective control over the clusters require more a
priori knowledge about the data? To test this, we
contrast the previous results, which used a generic
instruction to focus on the desired perspective,
with a more unrealistic variant where the prompt
includes the specific clusters (labels) to look for
(prompt strategy 3 in Section 3.3).

The results are shown in Table 2, row 3. Over-
all, we find that listing explicit classes does not
generally improve performance; it has effectively
no impact on the v-measures for the StackOver-
flow and Reddit datasets, with only the Customer
Support dataset showing a noticeable improve-
ment (from 0.73 to 0.95).

These results suggest that the effectiveness of
prefixing does not depend on unrealistic prior
knowledge of what the clusters should be—a pos-
itive indicator that this strategy has practical util-
ity in real-world applications, where clustering is
often used for discovering previously unknown
properties of the data.

LLM Preprocessing: Exclusion improves the
alternative perspective performance across the
board, while inclusion is less consistent. As
discussed in Section 3.3, we consider two ways of
formulating the LLM preprocessing prompt: in-
clusion and exclusion. In the specific context of
steering the embeddings towards AP, the inclusion
prompt takes the form of instructing the LLM to
focus on the AP (ex, “only keep text related to
sentiment”), while exclusion involves instructing
the LLM to ignore the dominant perspective (ex,
“remove any text related to the inquiry topic”).

The v-measure results when using inclusion
preprocessing (Table 2, row 4) are qualitatively
similar to the results from prefixing: a large im-
provement on AP for Customer Support (0.94) and
a modest improvement for Reddit (0.20), but no
improvement for StackOverflow. By contrast, ex-
clusion preprocessing (row 5) more consistently
results in improvements across all settings: 0.70
for Customer Support, 0.12 for Reddit, and 0.29
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Prompt Strategy TF-IDF SBERT

Baseline 0.01 ± 0.01 0.00 ± 0.00
Prefix AP 0.01 ± 0.01 0.00 ± 0.00
Prefix AP (w/ classes) 0.01 ± 0.01 0.00 ± 0.00
Inclusion AP 0.20 ± 0.00 0.58 ± 0.00
Exclusion DP 0.16 ± 0.01 0.46 ± 0.00

Table 3: v-measure scores for the AP on the Customer
Support dataset, using TF-IDF (left) and SBERT (right)
as the embedding model (instead of NV-Embed).

for StackOverflow.
Notably, exclusion preprocessing is the only

strategy that achieves a nontrivial improvement in
AP v-measure for StackOverflow. This result sug-
gests a key advantage of the exclusion strategy:
by explicitly excluding the DP, it can retain ef-
fectiveness even in settings where the DP may be
especially prominent (as in StackOverflow, where
posts are inherently always about programming).

Prefixing is incompatible with non-instruction-
tuned embedders, but LLM preprocessing can
still be effective. As noted in Section 3.2, in-
struction prefixing requires an instruction-tuned
model whereas LLM preprocessing is theoreti-
cally compatible with any embedding model. To
quantify this difference, we conduct a follow-
up experiment with our two non-instruction-tuned
models, TF-IDF and SBERT.

As expected, when prefixing is used with TF-
IDF or SBERT, it has no effect (Table 3, Rows 2-
3)—an unsurprising finding, given that such mod-
els were not specifically trained to accept instruc-
tions, and would therefore interpret the instruction
prefix as just regular text.

By contrast, inclusion and exclusion prepro-
cessing on the Customer Support dataset still leads
to improved v-measure scores for the AP even
when the embedding model is SBERT or, more
impressively, something as basic as TF-IDF (Table
3, Rows 4-5). This effect appears to be limited to
the Customer Service dataset, however: repeating
this experiment on the StackOverflow and Reddit
datasets yielded only modest to negligible gains in
v-measure.6

These mixed results highlight key subtleties
in the comparison between instruction pre-
fixing and LLM preprocessing, and between
instruction-tuned and non-instruction-tuned mod-
els. Instruction-tuned models still show the best

6Exact values can be found in Appendix Tables 10 and 12.

results across all datasets for both perspective in-
jection techniques, indicating that the advanced
language understanding capabilities of modern
LLM-based embedders are still required to un-
lock these techniques’ full potential. Nonetheless,
the Customer Support results suggest that for less
complex datasets, simpler non-instruction-tuned
models like SBERT may still be responsive to
LLM preprocessing. This finding may have prac-
tical benefits, as non-instruction-tuned models are
less resource intensive and can therefore be pre-
ferred in some contexts. Further work is needed
to more fully characterize the circumstances un-
der which non-instruction-tuned models are a vi-
able option for use with LLM preprocessing.

Perspective injection requires tradeoffs. Our
results show that for a given dataset, improving
performance for the AP comes at the expense of
significantly decreasing performance for the DP,
and vice versa. As seen in Table 2 row 1, across
all three datasets, baseline embeddings have high
v-measure scores and thus high performance for
the DP. The same embeddings perform poorly for
the AP, with v-measure scores near 0.

When we use Prefix AP to improve the perfor-
mance for the AP (Table 2 row 2), we observe
a sharp decline in performance of these embed-
dings for the DP. This tradeoff in performance is
consistently noted for the Inclusion AP and Ex-
clusion DP methods, which both improve the em-
beddings’ performance for the AP. This ‘tradeoff’
is also somewhat proportional, as seen in Table 2.
When perspective injection greatly increases per-
formance for the AP (such as with the Customer
Support dataset), then the performance for the DP
using the same embeddings tuned to the AP drops
to near zero or random selection. When the AP in-
jection performs poorly with small improvements
(such as prefixing and inclusion preprocessing for
the StackOverflow dataset), we observe that the
DP performance with those embeddings still re-
mains relatively high.

5 Conclusion

In this paper, we explore user-friendly methods
to control the perspectives favored by embeddings
for unsupervised clustering. We find that baseline
embeddings tend to favor a dominant perspective
for a given dataset, but it is possible to control
the embeddings to favor the alternative perspective
through lightweight human input, such as instruc-
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tion prefixing or LLM preprocessing. Prefixed in-
structions are effective only for instruction-tuned
LLM-based embedding models. LLM prepro-
cessing can be effective on traditional lightweight
BERT embedding models when leveraged on sim-
ple text data, but requires prompting a language
model once per text entry (i.e., per dataset row).
This highlights the unique advantages of LLM-
derived embedding models over traditional coun-
terparts.

Relying only on zero- and one-shot prompts, the
methods introduced in this paper are particularly
well-suited for early-stage exploratory text analy-
sis, particularly when there is little prior knowl-
edge and/or when examining data from multiple
distinct perspectives is useful. This is particularly
relevant in our domain of interest (enterprise AI
and specifically customer support), where Process
Owners may know which dimensions to priori-
tize (inclusion, e.g., customer-reported symptom
or severity), or know which aspects are irrelevant
to their use case (exclusion, e.g. programming lan-
guage or system). Our methods enable these pref-
erences to be reflected in the resulting clusters.

Limitations

Our approaches, while effective, have several lim-
itations. First, we evaluate them on a limited num-
ber of reproducible, public datasets described in
the paper. We also test a limited number of LLMs,
and we do not conduct an in-depth analysis on how
the observed properties vary across LLM type or
size. Our analysis focuses on dominant and alter-
native perspectives, and we do not explore the sce-
nario where there are potentially a higher number
of dimensions of interest. In enterprise datasets,
there are often more than two relevant dimensions,
and we have not explored how the strategies pre-
sented here generalize to such multiple perspec-
tives. Finally, further work is needed to validate
the results of exclusion preprocessing, by conduct-
ing tests in other domains with similarly promi-
nent dominant perspectives.
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6 Appendix

Cost Type Price (per 1M tokens)

Input $0.80
Cached Input $0.20
Output $3.20

Table 4: Costs for GPT-4.1-mini (OpenAI, 2025).

6.1 Keyphrase Expansion Results

Tables 5 and 6 compare the performance of two
different embedding models using few-shot and
zero-shot clustering with keyphrase expansion.
Below, you can find the prompts used for the ex-
periments in keyphrase expansion.

6.1.1 Additional Prompts for Keyphrase
Expansion

Customer Service Dataset:

• Topic: I am trying to cluster customer ser-
vice queries based on whether they fall into
the same topic. To help me with this, for
a given user query, provide a comprehen-
sive set of keyphrases that could describe
this query’s topic. These keyphrases should
be distinct from those that might describe
queries with different topics. Generate the set
of keyphrases as a JSON-formatted list.

Query: "There’s an issue with my account"

Keyphrases: ["account", "issue"]

• Sentiment: I am trying to cluster customer
service queries based on whether they ex-
press the same general user sentiment. To
help me with this, for a given user query, pro-
vide a comprehensive set of keyphrases that
could describe this query’s sentiment. These
keyphrases should be distinct from those that
might describe queries with different intents.
Generate the set of keyphrases as a JSON-
formatted list.

Query: "I love this product"

Keyphrases: ["positive", "love"]"""

StackOverflow Dataset:

• Programming Languge: I am trying to clus-
ter StackOverflow posts based on whether
they use the same programming language. To
help me with this, for a given user query,

provide a comprehensive set of keyphrases
that could describe this query’s programming
language. These keyphrases should be dis-
tinct from those that might describe queries
with different languages. Generate the set of
keyphrases as a JSON-formatted list.

Query: "I’m having issues with this python
enum"

Keyphrases: ["python", "enum"]

• Question Type: I am trying to cluster Stack-
Overflow posts based on whether they have
the same question type/intent. To help me
with this, for a given user query, provide a
comprehensive set of keyphrases that could
describe this query’s question type. These
keyphrases should be distinct from those that
might describe queries with different ques-
tion types. Generate the set of keyphrases as
a JSON-formatted list.

Query: "I don’t know why this code isn’t
working"

Keyphrases: ["debugging", "confusion"]

Reddit Dataset:

• Subreddit: I am trying to cluster Reddit posts
based on whether they are from the same sub-
reddit. To help me with this, for a given
user query, provide a comprehensive set of
keyphrases that could describe this query’s
subreddit. These keyphrases should be dis-
tinct from those that might describe queries
with different subreddits. Generate the set of
keyphrases as a JSON-formatted list.

Query: "Let me clarify this point about ahri
from league of legends"

Keyphrases: ["league of legends", "ahri"]

• Speech Act: I am trying to cluster Reddit
posts based on whether they have the same
discourse type. To help me with this, for
a given user query, provide a comprehen-
sive set of keyphrases that could describe this
query’s discourse type. These keyphrases
should be distinct from those that might de-
scribe queries with different discourse types.
Generate the set of keyphrases as a JSON-
formatted list.

Query: "Let me clarify this point about ahri
from league of legends"

Keyphrases: ["clarify", "point"]
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Method / Metric

DP AP DP AP DP AP

DP – v-measure .995 0.00 0.704 0.046 0.418 0.051
AP – v-measure 0.00 0.801 0.583 0.032 0.433 0.045
DP – purity .999 0.504 0.871 0.556 0.792 0.515
AP – purity 0.280 0.969 0.679 0.534 0.748 0.515

Table 5: LLM Few Shot Clustering keyphrase expansion technique (InstructOR-xl). DP and AP correspond to
dominant and alternative perspectives per dataset, specified in Table 1.

Customer Support Inquiries StackOverflow Questions Reddit Posts
Method / Metric

DP AP DP AP DP AP

DP – v-measure 0.6989 0.0002 0.8265 0.0162 0.4191 0.0624
AP – v-measure 0.0004 0.8166 0.6359 0.0160 0.1876 0.0988
DP – purity 0.724 0.510 0.9324 0.5242 0.7857 0.5150
AP – purity 0.279 0.972 0.7101 0.5193 0.5679 0.5167

Table 6: LLM Few Shot Clustering keyphrase expansion technique (NV-Embed). DP and AP correspond to
dominant and alternative perspectives per dataset, specified in Table 1.

6.2 Detailed Results
Tables 7 and 8 provide more granular details about
the NV-Embed results in Table 1. Moreover,
the detailed results of injecting perspective with
SBERT and TF-IDF embeddings are provided in
Tables 9, 10, 11, and 12.
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Customer Support Inquiries StackOverflow Questions Reddit Posts
Method

DP AP DP AP DP AP

Baseline 0.85 ± 0.02 0.50 ± 0.00 0.93 ± 0.01 0.53 ± 0.00 0.78 ± 0.00 0.52 ± 0.00
Prefix DP 0.82 ± 0.00 0.50 ± 0.00 0.93 ± 0.00 0.53 ± 0.00 0.79 ± 0.00 0.52 ± 0.00
Prefix DP (with classes) 0.82 ± 0.00 0.50 ± 0.00 0.93 ± 0.00 0.53 ± 0.00 0.80 ± 0.00 0.52 ± 0.00
Prefix AP 0.36 ± 0.00 0.95 ± 0.00 0.71 ± 0.00 0.53 ± 0.00 0.49 ± 0.00 0.65 ± 0.00
Prefix AP (with classes) 0.35 ± 0.00 1.00 ± 0.00 0.70 ± 0.00 0.53 ± 0.00 0.49 ± 0.00 0.65 ± 0.00
Inclusion DP 0.86 ± 0.01 0.50 ± 0.00 0.94 ± 0.00 0.53 ± 0.00 0.67 ± 0.00 0.55 ± 0.01
Exclusion AP 0.84 ± 0.02 0.50 ± 0.00 0.94 ± 0.00 0.53 ± 0.00 0.77 ± 0.00 0.52 ± 0.00
Inclusion AP 0.29 ± 0.00 1.00 ± 0.00 0.94 ± 0.00 0.53 ± 0.00 0.51 ± 0.01 0.57 ± 0.00
Exclusion DP 0.34 ± 0.03 0.95 ± 0.00 0.56 ± 0.01 0.74 ± 0.00 0.67 ± 0.00 0.57 ± 0.00
Prefix + Inclusion 0.82 ± 0.00 0.94 ± 0.00 0.94 ± 0.00 0.52 ± 0.00 0.78 ± 0.00 0.62 ± 0.00
Classify 0.94 ± 0.00 0.99 ± 0.00 0.89 ± 0.00 0.81 ± 0.00 0.81 ± 0.00 0.64 ± 0.00

Table 7: NV-Embed purity scores over all prompting strategies. DP and AP correspond to dominant and alternative
perspectives per dataset, specified in Table 1.

Customer Support Inquiries StackOverflow Questions Reddit Posts
Method

DP AP DP AP DP AP

Baseline 0.81 ± 0.03 0.00 ± 0.00 0.83 ± 0.01 0.02 ± 0.00 0.49 ± 0.00 0.06 ± 0.00
Prefix DP 0.78 ± 0.00 0.00 ± 0.00 0.83 ± 0.01 0.02 ± 0.00 0.52 ± 0.00 0.07 ± 0.00
Prefix DP (with classes) 0.78 ± 0.00 0.00 ± 0.00 0.84 ± 0.00 0.02 ± 0.00 0.54 ± 0.00 0.07 ± 0.00
Prefix AP 0.04 ± 0.00 0.73 ± 0.00 0.72 ± 0.00 0.04 ± 0.00 0.06 ± 0.01 0.22 ± 0.00
Prefix AP (with classes) 0.04 ± 0.00 0.95 ± 0.00 0.69 ± 0.01 0.04 ± 0.00 0.06 ± 0.00 0.20 ± 0.00
Inclusion DP 0.82 ± 0.00 0.00 ± 0.00 0.83 ± 0.01 0.02 ± 0.00 0.30 ± 0.00 0.09 ± 0.01
Exclusion AP 0.81 ± 0.02 0.00 ± 0.00 0.84 ± 0.01 0.02 ± 0.00 0.45 ± 0.00 0.06 ± 0.00
Inclusion AP 0.01 ± 0.00 0.98 ± 0.00 0.83 ± 0.01 0.02 ± 0.00 0.08 ± 0.01 0.13 ± 0.00
Exclusion DP 0.05 ± 0.05 0.70 ± 0.00 0.27 ± 0.01 0.29 ± 0.01 0.27 ± 0.00 0.12 ± 0.00
Prefix + Inclusion 0.79 ± 0.00 0.71 ± 0.00 0.85 ± 0.00 0.02 ± 0.00 0.50 ± 0.00 0.16 ± 0.00
Classify 0.84 ± 0.00 0.92 ± 0.00 0.81 ± 0.08 0.46 ± 0.00 0.54 ± 0.00 0.22 ± 0.00

Table 8: NV-Embed v-measure scores over all prompting strategies. DP and AP correspond to dominant and
alternative perspectives per dataset, specified in Table 1.

Customer Support Inquiries StackOverflow Questions Reddit Posts
Method

DP AP DP AP DP AP

Baseline 0.89 ± 0.05 0.50 ± 0.00 0.76 ± 0.02 0.53 ± 0.00 0.72 ± 0.00 0.52 ± 0.00
Prefix DP 0.87 ± 0.04 0.50 ± 0.00 0.75 ± 0.01 0.53 ± 0.00 0.67 ± 0.00 0.52 ± 0.00
Prefix DP (with classes) 0.76 ± 0.00 0.50 ± 0.00 0.70 ± 0.01 0.56 ± 0.01 0.66 ± 0.00 0.52 ± 0.00
Prefix AP 0.71 ± 0.00 0.51 ± 0.00 0.77 ± 0.01 0.53 ± 0.00 0.66 ± 0.00 0.52 ± 0.00
Prefix AP (with classes) 0.87 ± 0.01 0.51 ± 0.00 0.77 ± 0.01 0.53 ± 0.00 0.61 ± 0.00 0.52 ± 0.00
Inclusion DP 0.95 ± 0.04 0.51 ± 0.00 0.93 ± 0.00 0.53 ± 0.00 0.68 ± 0.00 0.52 ± 0.00
Exclusion AP 0.96 ± 0.01 0.51 ± 0.00 0.92 ± 0.01 0.53 ± 0.00 0.69 ± 0.00 0.52 ± 0.00
Inclusion AP 0.31 ± 0.00 0.88 ± 0.00 0.90 ± 0.01 0.57 ± 0.00 0.69 ± 0.00 0.52 ± 0.00
Exclusion DP 0.32 ± 0.04 0.82 ± 0.05 0.51 ± 0.03 0.60 ± 0.01 0.69 ± 0.00 0.52 ± 0.00
Prefix + Inclusion 0.90 ± 0.00 1.00 ± 0.00 0.92 ± 0.00 0.55 ± 0.00 0.69 ± 0.00 0.52 ± 0.00
Classify 0.94 ± 0.00 0.98 ± 0.00 0.89 ± 0.00 0.81 ± 0.00 0.81 ± 0.00 0.64 ± 0.00

Table 9: SBERT purity scores. Prefixing and preprocessing prompts are identical to those used in NVEmbed, DP
and AP correspond to dominant and alternative perspectives per dataset, specified in Table 1.
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Method

DP AP DP AP DP AP
Baseline 0.80 ± 0.03 0.00 ± 0.00 0.62 ± 0.01 0.02 ± 0.00 0.39 ± 0.00 0.06 ± 0.00
Prefix DP 0.77 ± 0.05 0.00 ± 0.00 0.62 ± 0.01 0.02 ± 0.00 0.29 ± 0.00 0.05 ± 0.00
Prefix DP (with classes) 0.64 ± 0.00 0.00 ± 0.00 0.62 ± 0.01 0.03 ± 0.01 0.20 ± 0.00 0.05 ± 0.05
Prefix AP 0.61 ± 0.00 0.00 ± 0.00 0.63 ± 0.01 0.02 ± 0.00 0.29 ± 0.00 0.05 ± 0.00
Prefix AP (with classes) 0.77 ± 0.01 0.00 ± 0.00 0.63 ± 0.01 0.02 ± 0.00 0.22 ± 0.00 0.05 ± 0.00
Inclusion DP 0.90 ± 0.04 0.00 ± 0.00 0.81 ± 0.01 0.02 ± 0.00 0.31 ± 0.01 0.05 ± 0.00
Exclusion AP 0.90 ± 0.03 0.00 ± 0.00 0.78 ± 0.01 0.02 ± 0.00 0.39 ± 0.00 0.05 ± 0.00
Inclusion AP 0.02 ± 0.00 0.58 ± 0.00 0.71 ± 0.01 0.04 ± 0.00 0.37 ± 0.00 0.05 ± 0.00
Exclusion DP 0.02 ± 0.03 0.46 ± 0.10 0.20 ± 0.03 0.06 ± 0.01 0.38 ± 0.00 0.05 ± 0.00
Prefix + Inclusion 0.81 ± 0.00 0.97 ± 0.00 0.79 ± 0.01 0.03 ± 0.00 0.39 ± 0.00 0.04 ± 0.00
Classify 0.84 ± 0.00 0.86 ± 0.00 0.81 ± 0.08 0.46 ± 0.00 0.54 ± 0.00 0.22 ± 0.00

Table 10: SBERT v-measure scores. Prefixing and preprocessing prompts are identical to those used in NV-Embed,
DP and AP correspond to dominant and alternative perspectives per dataset, specified in Table 1.

Customer Support Inquiries StackOverflow Questions Reddit Posts
Method

DP AP DP AP DP AP

Baseline 0.69 ± 0.04 0.52 ± 0.02 0.48 ± 0.03 0.51 ± 0.02 0.49 ± 0.01 0.54 ± 0.01
Prefix DP 0.57 ± 0.06 0.52 ± 0.02 0.47 ± 0.03 0.52 ± 0.02 0.49 ± 0.00 0.53 ± 0.01
Prefix DP (with classes) 0.44 ± 0.08 0.56 ± 0.05 0.47 ± 0.04 0.52 ± 0.03 0.49 ± 0.00 0.53 ± 0.01
Prefix AP 0.57 ± 0.06 0.52 ± 0.02 0.45 ± 0.04 0.51 ± 0.04 0.49 ± 0.00 0.53 ± 0.01
Prefix AP (with classes) 0.56 ± 0.05 0.53 ± 0.02 0.44 ± 0.03 0.52 ± 0.03 0.49 ± 0.00 0.53 ± 0.01
Inclusion DP 0.67 ± 0.08 0.59 ± 0.06 0.62 ± 0.09 0.51 ± 0.02 0.48 ± 0.00 0.53 ± 0.01
Exclusion AP 0.71 ± 0.00 0.52 ± 0.02 0.52 ± 0.04 0.51 ± 0.02 0.48 ± 0.00 0.53 ± 0.00
Inclusion AP 0.29 ± 0.00 0.65 ± 0.00 0.51 ± 0.09 0.60 ± 0.05 0.48 ± 0.00 0.52 ± 0.00
Exclusion DP 0.30 ± 0.00 0.61 ± 0.01 0.50 ± 0.03 0.68 ± 0.05 0.48 ± 0.00 0.52 ± 0.01
Prefix + Inclusion 0.61 ± 0.05 0.63 ± 0.00 0.60 ± 0.06 0.55 ± 0.03 0.48 ± 0.00 0.52 ± 0.01
Classify 0.94 ± 0.00 0.98 ± 0.00 0.89 ± 0.00 0.81 ± 0.00 0.81 ± 0.00 0.63 ± 0.00

Table 11: TF-IDF purity scores. Prefixing and preprocessing prompts are identical to those used in NV-Embed,
DP and AP correspond to dominant and alternative perspectives per dataset, specified in Table 1.

Customer Support Inquiries StackOverflow Questions Reddit Posts
Method

DP AP DP AP DP AP
Baseline 0.50 ± 0.03 0.01 ± 0.01 0.22 ± 0.04 0.02 ± 0.01 0.03 ± 0.01 0.05 ± 0.01
Prefix DP 0.35 ± 0.08 0.01 ± 0.01 0.21 ± 0.03 0.03 ± 0.01 0.03 ± 0.00 0.05 ± 0.01
Prefix DP (with classes) 0.17 ± 0.12 0.03 ± 0.03 0.20 ± 0.04 0.03 ± 0.01 0.03 ± 0.00 0.04 ± 0.01
Prefix AP 0.35 ± 0.08 0.01 ± 0.01 0.18 ± 0.04 0.02 ± 0.02 0.03 ± 0.00 0.05 ± 0.01
Prefix AP (with classes) 0.37 ± 0.06 0.01 ± 0.01 0.18 ± 0.04 0.02 ± 0.02 0.03 ± 0.00 0.0 ± 0.01
Inclusion DP 0.47 ± 0.11 0.04 ± 0.03 0.38 ± 0.08 0.02 ± 0.00 0.00 ± 0.00 0.05 ± 0.00
Exclusion AP 0.52 ± 0.01 0.01 ± 0.01 0.26 ± 0.03 0.02 ± 0.01 0.02 ± 0.01 0.05 ± 0.01
Inclusion AP 0.00 ± 0.00 0.20 ± 0.00 0.23 ± 0.07 0.07 ± 0.03 0.01 ± 0.00 0.02 ± 0.00
Exclusion DP 0.01 ± 0.00 0.16 ± 0.01 0.19 ± 0.03 0.25 ± 0.04 0.02 ± 0.01 0.04 ± 0.01
Prefix + Inclusion 0.37 ± 0.06 0.18 ± 0.00 0.35 ± 0.07 0.04 ± 0.02 0.01 ± 0.00 0.05 ± 0.01
Classify 0.84 ± 0.00 0.86 ± 0.00 0.81 ± 0.08 0.46 ± 0.00 0.54 ± 0.00 0.22 ± 0.00

Table 12: TF-IDF v-measure scores. Prefixing and preprocessing prompts are identical to those used in NV-Embed,
DP and AP correspond to dominant and alternative perspectives per dataset, specified in Table 1.
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Method

DP AP DP AP DP AP
Baseline 0.98 ± 0.00 0.00 ± 0.00 0.65 ± 0.01 0.02 ± 0.00 0.45 ± 0.00 0.06 ± 0.00
Prefix DP 0.99 ± 0.00 0.00 ± 0.00 0.75 ± 0.00 0.02 ± 0.00 0.41 ± 0.00 0.05 ± 0.00
Prefix DP (with classes) 0.89 ± 0.00 0.00 ± 0.00 0.81 ± 0.00 0.02 ± 0.00 0.42 ± 0.00 0.06 ± 0.00
Prefix AP 0.36 ± 0.00 0.34 ± 0.00 0.72 ± 0.03 0.02 ± 0.00 0.30 ± 0.00 0.12 ± 0.00
Prefix AP (with classes) 0.09 ± 0.00 0.34 ± 0.00 0.58 ± 0.02 0.02 ± 0.00 0.09 ± 0.00 0.11 ± 0.00
Inclusion DP 0.97 ± 0.00 0.00 ± 0.00 0.68 ± 0.02 0.02 ± 0.00 0.27 ± 0.00 0.04 ± 0.00
Exclusion AP 0.97 ± 0.00 0.00 ± 0.00 0.77 ± 0.01 0.02 ± 0.00 0.42 ± 0.00 0.05 ± 0.00
Inclusion AP 0.02 ± 0.00 0.95 ± 0.00 0.68 ± 0.02 0.01 ± 0.00 0.22 ± 0.00 0.12 ± 0.00
Exclusion DP 0.00 ± 0.00 0.67 ± 0.00 0.12 ± 0.02 0.37 ± 0.01 0.25 ± 0.00 0.12 ± 0.00
Prefix + Inclusion 1.00 ± 0.00 0.91 ± 0.00 0.69 ± 0.01 0.02 ± 0.00 0.05 ± 0.00 0.15 ± 0.00
Classify 0.84 ± 0.00 0.86 ± 0.00 0.81 ± 0.00 0.46 ± 0.00 0.54 ± 0.00 0.22 ± 0.00

Table 13: Multilingual-E5-large-instruct (Wang et al., 2024) v-measure scores. Prefixing and preprocessing
prompts are identical to those used in NV-Embed, DP and AP correspond to dominant and alternative perspec-
tives per dataset, specified in Table 1.

Customer Support Inquiries StackOverflow Questions Reddit Posts
Method

DP AP DP AP DP AP
Baseline 1.00 ± 0.00 0.50 ± 0.00 0.73 ± 0.01 0.52 ± 0.00 0.77 ± 0.00 0.52 ± 0.00
Prefix DP 1.00 ± 0.00 0.50 ± 0.00 0.90 ± 0.00 0.53 ± 0.00 0.74 ± 0.00 0.52 ± 0.00
Prefix DP (with classes) 0.97 ± 0.00 0.51 ± 0.00 0.93 ± 0.00 0.52 ± 0.00 0.73 ± 0.00 0.52 ± 0.00
Prefix AP 0.59 ± 0.00 0.83 ± 0.00 0.87 ± 0.02 0.52 ± 0.00 0.68 ± 0.00 0.58 ± 0.00
Prefix AP (with classes) 0.38 ± 0.00 0.83 ± 0.00 0.66 ± 0.01 0.52 ± 0.00 0.51 ± 0.00 0.57 ± 0.00
Inclusion DP 0.99 ± 0.00 0.50 ± 0.00 0.81 ± 0.03 0.53 ± 0.00 0.68 ± 0.00 0.52 ± 0.00
Exclusion AP 0.99 ± 0.00 0.50 ± 0.00 0.91 ± 0.00 0.53 ± 0.00 0.76 ± 0.00 0.52 ± 0.00
Inclusion AP 0.31 ± 0.00 0.99 ± 0.00 0.81 ± 0.03 0.52 ± 0.00 0.64 ± 0.00 0.57 ± 0.00
Exclusion DP 0.29 ± 0.00 0.93 ± 0.00 0.44 ± 0.02 0.76 ± 0.00 0.66 ± 0.00 0.58 ± 0.00
Prefix + Inclusion 1.00 ± 0.00 0.99 ± 0.00 0.86 ± 0.01 0.52 ± 0.00 0.48 ± 0.00 0.61 ± 0.00
Classify 0.94 ± 0.00 0.98 ± 0.00 0.89 ± 0.00 0.81 ± 0.00 0.81 ± 0.00 0.64 ± 0.00

Table 14: Multilingual-E5-large-instruct (Wang et al., 2024) purity scores. Prefixing and preprocessing prompts
are identical to those used in NV-Embed, DP and AP correspond to dominant and alternative perspectives per
dataset, specified in Table 1.
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Method Prefix LLM Preprocessing Prompt

Baseline - -
Prefix DP Identify the topic of this customer sup-

port inquiry.
-

Prefix DP (with classes) Identify the topic (financial, content, ac-
count, distribution) of this customer sup-
port inquiry.

-

Prefix AP Identify the sentiment of this customer
support inquiry.

-

Prefix AP (with classes) Identify the sentiment (rude or polite) of
this customer support inquiry.

-

Inclusion DP - From this customer support inquiry, only
keep text related to the topic. For ex-
ample, “There’s a bloody issue with my
damn account” should become “There’s
an issue with my account.”

Inclusion + prefix DP Identify the topic of this customer sup-
port inquiry.

From this customer support inquiry, only
keep text related to the topic. For ex-
ample, “There’s a bloody issue with my
damn account” should become “There’s
an issue with my account.”

Exclusion AP - From this customer support inquiry, re-
move any text related to sentiment.
For example, “There’s a bloody issue
with my damn account” should become
“There’s an issue with my account.”

Inclusion AP - From this customer support inquiry, only
keep text related to sentiment. For ex-
ample, “There’s a bloody issue with my
damn account” should become “bloody
damn.”

Inclusion + prefix AP Identify the sentiment of this customer
support inquiry.

From this customer support inquiry, only
keep text related to sentiment. For ex-
ample, “There’s a bloody issue with my
damn account” should become “bloody
damn.”

Exclusion DP - From this customer support inquiry, re-
move any text related to the inquiry
topic. For example, ’There’s a bloody
issue with my damn account’ should be-
come ’bloody damn.’

Classify DP - Classify the customer support inquiry
below as one of the following categories:
financial, contact, account, or distribu-
tion. Only list the category name with
no additional explanation.

Classify AP - Classify the customer support inquiry
below as one of the following categories:
polite or rude. Only list the category
name with no additional explanation.

Table 15: Prompts for Customer Support Dataset
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Method Prefix LLM Preprocessing Prompt

Baseline - -
Prefix DP Identify the programming language of

this Stack Overflow question.
-

Prefix DP (with classes) Identify the programming language
of the question (typescript, javascript,
python, bash/shell).

-

Prefix AP Identify the question type of this Stack-
Overflow post.

Prefix AP (with classes) Identify the question type (debugging,
implementation, conceptual).

-

Inclusion DP - Rephrase this StackOverflow post to
only keep text relevant to the program-
ming language.

Inclusion + prefix DP Identify the programming language of
this Stack Overflow question.

Rephrase this StackOverflow post to
only keep text relevant to the program-
ming language.

Exclusion AP - From the following StackOverflow, re-
move any text that reveals a user’s ex-
act intent or needs. For example, “I need
help debugging this stupid Python script.
It’s about using a hashmap for memoiza-
tion.” should become “A python script
that uses a hashmap for memoization.”

Inclusion AP - Rewrite the StackOverflow post to only
include text essential to the general in-
tent of the user’s question.

Inclusion + prefix AP Identify the question type of this Stack-
Overflow post.

Rewrite the StackOverflow post to only
include text essential to the general in-
tent of the user’s question.

Exclusion DP - Summarize the following StackOver-
flow post in a way that anonymizes the
programming language or any technical
tools. Keep the summary to one sen-
tence and do not include details. For
example, “I need help debugging this
stupid Python script. It’s about using
a hashmap for memoization. What am
I doing wrong?” should become “The
user needs help debugging code.”

Classify DP - "Classify the main programming lan-
guage of the StackOverflow post be-
low as one of the following: typescript,
javascript, python, or bash/shell. Only
list the category name with no additional
explanation."

Classify AP - "Classify the main intent of the Stack-
Overflow post below as one of the fol-
lowing: debugging, implementation, or
conceptual. Only list the category name
with no additional explanation."

Table 16: Prompts for StackOverflow Dataset
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Method Prefix LLM Preprocessing Prompt

Baseline - -
Prefix DP Identify the subreddit of the following

Reddit comment.
-

Prefix DP (with classes) Identify the subreddit (askreddit,
leagueoflegends, buildapc, elec-
tronic_cigarette, or pcmasterrace) of the
following Reddit comment.

-

Prefix AP Identify the discourse act type of the
given Reddit comment.

-

Prefix AP (with classes) Identify the speech act (elaboration,
agreement, answer, humor, question, an-
nouncement, disagreement, negative re-
action, or appreciation) of the given
Reddit comment.

-

Inclusion DP - Rewrite the following Reddit comment
to only keep text strongly indicative of
the subreddit. For example, “Let me
clarify this point about ahri from league
of legends” should become “ahri from
league of legends.”

Inclusion + prefix DP Identify the subreddit of the following
Reddit comment.

Rewrite the following Reddit comment
to only keep text strongly indicative of
the subreddit. For example, “Let me
clarify this point about ahri from league
of legends” should become “ahri from
league of legends.”

Exclusion AP - Rewrite the following Reddit comment
in a way that does not reveal the type of
discourse. For example, “Let me clarify
this point about ahri from league of leg-
ends” should become “ahri from league
of legends.”

Inclusion AP Summarize the following Reddit com-
ment but only describe content relevant
to the type of discourse. Keep the sum-
mary to one sentence. For example, ’Let
me clarify this point about ahri from
league of legends’ should become ’The
user is making a clarification’.

Table 17: Prompts for Reddit Posts Dataset
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Method Prefix LLM Preprocessing Prompt

Inclusion + prefix AP Identify the discourse act type of the
Reddit comment summarized below.

Summarize the following Reddit com-
ment but only describe content relevant
to the type of discourse. Keep the sum-
mary to one sentence. For example, ’Let
me clarify this point about ahri from
league of legends’ should become ’The
user is making a clarification’.

Exclusion DP - Summarize the following Reddit
comment in a way that completely
anonymizes the subreddit. Keep the
summary to one sentence. For example,
’Let me clarify this point about ahri
from league of legends. Your gaming
style will definitely mesh better with
this character.’ should become ’The user
is making a clarification’.

Classify DP - Classify the subreddit of the Red-
dit comment below as part of one
of the following subreddits: askred-
dit, leagueoflegends, buildapc, elec-
tronic_cigarette, or pcmasterrace. Only
list the category name with no additional
explanation.

Classify AP - Classify the Reddit comment below as
one of the following categories: elabo-
ration, agreement, answer, humor, ques-
tion, announcement, disagreement, neg-
ative reaction, or appreciation. If none of
these categories apply, classify as other.
Only list the category name with no ad-
ditional explanation.

Table 18: Prompts for Reddit Posts Dataset (cont.)
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