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Abstract

Predicting the user’s shopping intent is a crucial
task in e-commerce. In particular, determining
the product category, which the user wants to
shop, is essential for delivering relevant search
results and website navigation options.

Existing query classification models are re-
ported to have excellent predictive performance
on the single-intent queries (e.g. ‘running
shoes’), but there is little research on predicting
multiple-intents for broad queries (e.g. ‘run-
ning gear’). While training data for broad
query classification can be easily obtained, eval-
uation of multi-label categorization remains
challenging, as the set of true labels for multi-
intent queries is subjective and ambiguous.

In this work we propose FABRIC — an auto-
matic method of creating evaluation data for
multi-label e-commerce query classification.
We reduce the ambiguity of the annotations by
blending the label assessment from three differ-
ent sources: aggregated click data, query-item
relevance predictions and LLM judgments.

1 Introduction

The query classification component in e-commerce
stores has a crucial influence on the customer’s
shopping experience. For instance, the predicted
query category can be used to automatically route
the user to a relevant department, or show related
search filters. Given the importance of this task,
there has been a lot of research on improving the
performance of query classifiers (Luo et al., 2022;
Bonab et al., 2021; Tigunova et al., 2024).
E-commerce query classification research fo-
cuses on single-intent user queries, which are the
queries with a well-defined category intent, such
as ‘men’s shoes size 43’ or ‘cheap wireless speak-
ers’. At the same time, broad-intent queries, such
as ‘gifts for my grandma’, are left unexplored. Yet,
broad queries constitute a non-negligible fraction
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of search traffic and need to be handled by the
query classification models as well.

To be able to correctly address category predic-
tion for broad queries, it is necessary to create
multi-label data for classification model training
and evaluation. Large-scale training data of the
query classification models is usually obtained by
distant supervision from user behavior, with the
assumption that the query can be classified into the
categories that the users clicked most, following
their search (Lin et al., 2018; Luo et al., 2022; Zhu
et al., 2022). Broad query classification can be
trained using such data as well, however, it cannot
be applied for the model evaluation, because of the
noise and bias in user behavior.

Existing manual and automatic datasets for eval-
uating query classification performance are single-
labeled and cannot be used to assess the quality on
broad queries. The challenge of creating a broad
query evaluation dataset is that the selection of the
true labels is often subjective and therefore chal-
lenging even for the human annotators. To the best
of our knowledge, there is no existing multi-label
evaluation dataset for broad query classification.

To close this gap, we propose FABRIC (Fully-
Automated Broad Intent Categorization) — a scal-
able procedure for collecting broad query evalua-
tion data. Our method probabilistically aggregates
the query annotations from diverse sources to re-
duce the ambiguity and select high-confidence la-
bels. We utilize the labeling methods based on the
aggregated click data, query relevance predictions
and world knowledge of an LLM, which assess
broad query labeling from different perspectives.

Manual audit of resulting labeling shows high
quality of the annotations, proving its applicability
in evaluation of the critical production models. Our
approach can be applied to any e-commerce service,
regardless of its domain or language. The fully
automated procedure is modular and extensible,
and allows to regularly refresh the dataset.
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In this paper, we showcase the proposed method-
ology on a controlled pilot data sample. However,
we also applied our method for a large-scale eval-
uation of the proprietary query classifier, proving
its practical utility for system diagnostics and mon-
itoring in industrial applications.

2 Background

2.1 Multilabel queries in e-commerce

Search query classification in e-commerce extracts
shopping intent from the customer queries, namely,
which category of products the customer wanted
to buy or browse. In large e-commerce stores such
product categories are fine-grain and can span thou-
sands of values. Usually these categories are mu-
tually exclusive, and the majority of the queries
can be unambiguously classified to one of them
(e.g. the query ‘gym sneakers’ can be classified as
shoes). In contrast, in this work we focus on broad
queries, spanning multiple item categories.

Such queries indicate that the customer is look-
ing for inspiration, information and/or recommen-
dation with very broad product intent, which spans
multiple product categories. In this work, we con-
sider four examples of such broad classes: gifts
(‘presents for 2yo son’), activity supplies (‘every-
thing for knitting’), accessories (‘car essentials’)
and outfits (‘clothes for toddler’).

2.2 Related work

Human annotation is a standard option to create
high quality evaluation data for classification mod-
els. However, in query classification domain, only
few studies report the results on human-labeled
evaluation sets (Zhang et al., 2021b,a), due to high
costs of large-scale annotation and the difficulty to
refresh this data in response to the emerging trends
in e-commerce.

Therefore, the majority of the studies use aggre-
gated click data to infer query classification labels,
which are abundantly available and are regularly
refreshed (Lin et al., 2018; Zhu et al., 2023, 2022).
However, when such data is used for both model
training and evaluation, data biases are propagated
to the model, and are impossible to identify dur-
ing evaluation. To overcome this, Tigunova et al.
(2025) propose a method to automatically label
query classification datasets using query-item rele-
vance predictions instead of click data.

All previously proposed approaches are gener-
ally used for single-label query classification, while
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Figure 1: Schema of the proposed approach.

a more challenging multi-label setting has not been
addressed. In our work we extend the single-label
click-through and relevance-based approaches for
the multi-category case, additionally combining
them with the LLM knowledge to derive reliable
labels for the subjective broad queries.

3 Methodology

In this section we describe the methodology to
create the multi-intent query classification dataset.
The process of creating the labeled query set can
be split into 2 steps:

1. Query selection - involves selecting a rep-
resentative list of multi-category queries for
labeling. The goal is to have high volume and
diversity of broad queries.

2. Query labeling - involves deriving high-
quality annotations for the selected queries.
For each multi-label query the annotations
should be: i) precise - including only relevant
categories, and ii) comprehensive - including
all essential labels that should be included in
the search results for this query.

In the following we describe these two steps.

3.1 Multi-intent query selection

We sample the candidate queries from aggregated
historical click logs, pre-filtered to remove explicit
single-category queries: the ones that mention the
name of some product category or a product model
name (found in the item catalog).

As the next step, we aim to select the queries rel-
evant to our four category types: gift, activity, ac-
cessories, outfits. For gift type we selected queries
mentioning the words ‘present’ or ‘gift’; for ac-
cessory the queries containing words ‘accessory’
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activity

gift accessory

outfits

ceramic cooking

natural cleaning products
dog photo booth props
summer camp party

gift 18 year old girl
gifts for 12 month old
26 birthday gifts women
flower themed gifts

truck dashboard accessory
bridal party essentials
flower hair accessory set
swimming pool accessories

Table 1: Examples of queries per multi-category topic.

cotton clothes for women
large female clothes
clothes for girls 10-12
toddler outfits boy

or ‘essentials’; and for the outfit type the queries
containing terms ‘clothes’ or ‘outfit’. To detect
queries from activity topic we used an NER model
to identify the spans in the queries classified as an
activity (e.g. ‘hiking’ or ‘bachelor party’).

Finally, from each category we select the top N
queries by the click entropy. Click entropy is com-
puted from the aggregated click logs using the fre-
quencies of clicks on items: if the majority of the
clicks is concentrated on a particular set of items,
then it is less probable that the given query is broad.

The four selected categories are a demonstrative
sample from a much larger set we applied internally
(see Section 4.3). We selected them because they
represent some of the most common and challeng-
ing broad-query categories in e-commerce, and are
sufficient to reveal whether downstream classifiers
can handle multi-intent queries.

3.2 Query annotation

When selecting a query annotation approach it is
important to consider not only the quality, but also
the cost and effort of annotation. For this reason
human-labeling is out of scope of this work, as it is
expensive, time-consuming and it does not guaran-
tee to provide high quality annotations. Indeed, cat-
egorizing broad queries is a highly subjective task,
leading to poor inter-annotator agreement. More-
over, it is extremely difficult for most humans to
effectively distinguish among thousands of product
categories for a given search query. Therefore, we
consider only automated labeling approaches.

To build our search query annotation pipeline,
we carefully chose three independent sources that
provide multi-label predictions. One of which re-
lies entirely on external knowledge:

1. Aggregated click-through logs - following
related studies (Qiu et al., 2022; Zhu et al.,
2023, 2022), for each candidate query we se-
lect the top clicked product categories. We
only accept product categories if they exceed
a predetermined click frequency threshold.

2. Relevance labeling - is a multi-label exten-
sion of the methodology of Tigunova et al.
(2025), where the query categories are derived
from the categories of the relevant search re-
sults for this query.

3. LLM annotation - we prompt an LLM to
produce categories for each selected query.

We show a schematic overview of our method in
Figure 1. The details on each of these methods are
provided below.

Aggregated click-through logs. For this method
we use aggregated historical click logs. For each
candidate query ¢ and product category cg, the
score s(g, cx) is derived as the fraction of items
from category k, that the customers clicked follow-
ing their search with query ¢, normalized by all
clicks: s(q,cx) = % In the annotation for
query g we include only the categories with the
s(q, cx) score, surpassing a threshold ¢1, which we
treat as a hyperparameter of our pipeline.

Using aggregated click-through logs is among
the most established methods of collecting query
classification annotations at scale. This approach
reflects customer preferences, however, it can pro-
vide imprecise labels in certain cases. First, the
derived labels are susceptible to noise, trends, and
seasonality. For instance, in Table 1, for the query
‘comfy male clothes’ in winter time the users will
click more on sweater products and in summer time
on tunic. Second, the click signal suffers from ex-
posure bias, i.e., clicks are mostly obtained mostly
on the items shown on top of the search page. For
example, the click signal for query ‘home spa gift
basket’ expose only categories skin care agent and
bathwater additive, potentially missing on other
relevant categories.

Relevance labeling. To overcome the limitations
of using aggregated click-through logs, we utilize a
relevance labeling method (Tigunova et al., 2025),
which derives query-category mappings from the
relevant products shown on the search result page.

444



Unlike (Tigunova et al., 2025) to determine if a
product is relevant, our relevance labeler relies on
a proprietary classifier, fine-tuned on large-scale
human-labeled query—product pairs. Importantly,
this classifier is not trained on click-based signal.

We derive query-category associations from top-
100 products shown on the search result page. For
each query we select the items, predicted as rele-
vant, and collect the product categories associated
with them. As a post-processing step, for each
query we remove the categories that have less than
a threshold of ¢2 associated relevant items. We also
treat t2 as a hyperparameter of our pipeline.

This approach mitigates the problems of using
aggregated click-through logs as a source to label
queries, as it is independent of what customers
choose to click on. However, the reliability of an-
notations depend on the quality of the relevance
model. Especially for broad queries with ambigu-
ous categorization, we noticed that the relevance
model can get confused and tends to assign irrel-
evant categories (which technically can still be
vaguely applicable to the query). For instance, for
the query ‘home spa gift basket’ in Table 1, this
approach predicts a category cookie, which can be
used as a gift, but is not directly related to spa.

Relevance labeling can inherit biases from the
underlying item retrieval system because it is based
on products surfaced on the search page. This bias
is indirect and substantially different from click
bias: relevance model does not rely on user actions
but instead on a learned classifier with broad back-
ground knowledge from manually annotated data.

LLM annotation. To complement the two pre-
viously described systems that we use to pre-
dict query categories, we have developed a solu-
tion based entirely on external knowledge, i.e., a
method based on an LLM. This label source ex-
pands the variety of predicted categories and lever-
ages world knowledge on query categorization.

In this method we prompt a pretrained LLM to
select item categories, applicable to a given broad
query. In pilot experiments we noticed that the
LLM cannot correctly handle the direct classifi-
cation task, when all category labels are given in
the prompt (as the number of them is too large).
Therefore we split the task into two smaller steps:

1. Given an input query, the model is instructed
to output a comprehensive list of free-form
product categories, which the customer might
expect to see in search results;

2. each generated category is then mapped by
the LLM to match one of the valid categories.

As a result, we obtain a list of LLM annotations for
each candidate query.

Labeling search queries with an LLM overcomes
the limitations associated the previous two meth-
ods, bringing in an alternative view for query classi-
fication. In the example with ‘home spa gift basket’,
in Table 1, the LLM proposed more creative cate-
gories, such as candle and bath toy, which were not
captured by the other two approaches. This shows
that external knowledge can help to complement
our suite of labelers.

As mentioned earlier, human annotations are
suboptimal for the broad query classification task
because of individual preference differences (e.g.,
‘gift for boyfriend’ could mean a plush toy or a
screwdriver). LLMs tend to “average out” such
preferences, producing categories that reflect typi-
cal or popular expectations.

While being a valuable addition to the log-based
methods, the LLM-based labeler does not scale
as easily as the other two methods because com-
puting predictions for it is more costly and slower.
We account for this by designing our methodol-
ogy in two steps: broad queries pre-selection and
subsequent labeling saves resources, compared to
labeling a large amount of queries and filtering the
multi-labeled ones later.

In summary, we have chosen three distinct meth-
ods to provide query-category associations. Each
one comes with its own set of advantages and un-
derlying assumptions, data, and algorithms; the
three methods were selected to complement each
other. While each of the individual labeling ap-
proaches is established, our contribution lies in
effectively combining these heterogeneous signals
into a principled aggregation framework.

Additionally we observe that inferring query cat-
egories from aggregated click logs and from rel-
evance labels is mildly correlated (at 0.5 Jaccard
similarity on the per-query label sets). The LLM-
based method stands out as the method that has
the least label correlation with the other two (0.17
Jaccard similarity each).
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query ‘home spa gift basket’

‘comfy male clothes’

clicks [SKIN_CARE_AGENT, BATHWATER_ADDITIVE]
[SKIN_CARE_AGENT, LIP_BALM, TOWEL, COOKIE,

ROBE, BATHWATER_ADDITIVE]

relevance

LLM [CANDLE, SKIN_CARE_AGENT, TOWEL, ROBE, BLANKET, TOY_FIGURE]

[BATHWATER_ADDITIVE, SKIN_CARE_AGENT, TOWEL]

combined

[SWEATER, SHIRT, PANTS]

[SHIRT, SKIRT, PANTS, SHORTS,
TUNIC, TRACK_SUIT]

[SHIRT, PANTS, SOCKS, COAT, TUNIC, PAJAMAS]

[SHIRT, PANTS, TUNIC, SOCKS]

Table 2: Examples of 3 labeling methods and their aggregation

3.3 Aggregation

As a final step, we aggregate the outputs of all three
previously described signal sources into a single set
for each query. We experimented with two distinct
aggregation methods.

As a baseline approach, we implemented a sim-
ple majority voting scheme (MV), where for each
category to be accepted as the final prediction for a
query, we required that at least two methods predict
any given category.

Secondly, we implemented the Dawid-Skene
(Dawid and Skene, 1979) (DS) approach. Dawid-
Skene is a probabilistic method of aggregating
annotations, which estimates the expertise of the
workers by building confusion matrices. Normally,
in DS the labels assigned to the task by the annota-
tors should be ordinal and not multi-label. To adapt
it for multi-label cases, we learn the expertise ma-
trices per category. For each category k the input to
the aggregation model from each labeling method
is a pair <query, predictiony>, where predictiony, is
a binary value, indicating whether the method has
outputted the category ci, for the query q.

When selecting an aggregation approach, prac-
titioners can decide for one of the described meth-
ods, based on their characteristics. MV is a simple
method, which can be computed with minimal com-
pute cost even for very large query and category
sets, while DS needs to be trained iteratively. On
the other hand, DS allows to incorporate useful
information about the annotator expertise per label.
In the long-tailed multi-label setup, DS allows to
preserve rare labels more frequently. That aligns
with our empirical findings, described in Section
4.2, which is why we recommend DS as a prefer-
able aggregation method.

Additionally, we experimented with incorporat-
ing relevance model confidence scores and click-
through rates into Dawid—Skene, by bucketizing
the confidence scores s(q, ¢ ), associated with each
label. However, upon inspection, the results of this
modification proved to be worse than the binary
label relevance estimations.

4 Implementation and analysis

Following the outlined annotation and aggregation
methods, we collected an experimental sample of
e-commerce queries in English. Across all three
methods, we used an ontology of product cate-
gories to label the queries.

The size of the resulting pilot dataset amounted
to approximately 5k, as we aimed to sample around
1.5k queries for each broad query type among activ-
ity, gift, accessory and outfit. We purposefully cre-
ated this sample to analyze the proposed method;
for real life tasks it can be trivially scaled (see Sec-
tion 4.3), as all steps of our methodology are auto-
mated and require no human intervention. Table 1
shows examples of sampled queries per type.

To tune the hyperparameters 1 (minimal click-
through rate) and ¢2 (minimum number of relevant
products), we used a separate holdout set. This
set consists entirely of brand queries for which
we know what product categories they belong to
(because we know the set of categories any given
brand sells). On this brand set, we then selected ¢1
and ¢2 such that they maximize the overlap between
the true labels and the ones from clicks and rele-
vance methods respectively. The LLM' prompts
used for labeling are provided in Appendix 6.

Finally, as an additional post-processing step, we
removed search queries that had very long aggre-
gated annotations (i.e., vague queries, like ‘cheap
supplies’, which are out of scope here). For that we
fixed the maximum number of predicted categories
as mean—+3-std of all lengths in the dataset, which,
given the mean of 7.1, resulted in a maximum 20
categories per query.

The obtained labeled English dataset can be ex-
tended to other languages by i) collecting broad
queries with language-specific keywords (e.g., use
keywords ‘geschenk’ in German to detect gift broad
query category), and ii) labeling the these queries
with language-specific click data, relevance model
and prompting the LLM with the target language.

"We used Claude 3 Sonnet by Anthropic, March 4, 2024
https://www.anthropic.com/news/claude-3-family
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Figure 2: Histogram of the number of categories gener-
ated by the considered methods. The aggregated method
(DS) plot averages the behavior of individual methods.

4.1 Analysis

Annotation lengths. In Figure 2 we show the dis-
tribution of annotation lengths for each approach.
From this chart we can make the following obser-
vations:

* As noted in Section 3.2, click-based labeling
is subject to exposure bias, and we therefore
expected the distribution to be left-skewed
towards fewer labels. Interestingly, Figure 2
shows that this effect is less pronounced in
our data than anticipated.

* The relevance approach has the largest num-
ber of queries with >20 categories. The reason
is that for a broad query a lot of items across
many categories can potentially be of inter-
est for the user, and therefore, the relevance
model deemed those items as relevant.

* LL.M-based annotations strike balance be-
tween short and long annotations, having the
critical mass of them between 5-20 labels.
However, LLM curve also has a spike at
queries with 1-2 labels. Upon examination,
we found that in those cases the LLM out-
putted a broad category (e.g. camping equip-
ment for the broad query ‘camping acces-
sories’), instead of multiple fine-grained ones.

* The count histogram for Dawid-Skene aver-
ages the aggregated components, effectively
correcting the overly long annotations from
relevance method and the single-label ones
from LLM.

Labeling examples. In Table 2 we provide the
examples of query annotations for the considered
methods and their aggregation. We note that clicks
and relevance methods have similar annotations.
For the query ‘home spa gift basket’ the relevance
model outputted the category cookie, which makes
sense as a gift but not as a shower gift: this can be
attributed to the confusion of the relevance model.
At the same time, for this query LLM produces
more distinct and creative predictions: e.g., foy
figure, which could be a rubber duck.

Similarly for the query ‘comfy male clothes’
LLM predicts the category pajamas, that is absent
in the other methods. The predictions of the click
model are restricted to the few most popular cate-
gories. Moreover, the category sweater predicted
by the click model is an indication of the method’s
dependency on the seasonality in user behavior.

4.2 Human assessment

We also conducted a manual audit of all labeling
methods and the aggregated results. Given that the
assessment for the broad queries is highly subjec-
tive, we formulated the task as a relative compari-
son among 5 labeling options (3 individual methods
+ 2 aggregated sets). For each considered query,
we instructed the annotator to indicate the best op-
tion(s). The evaluators were asked to take into ac-
count the precision/recall of the annotations when
making a decision. The evaluator could choose
multiple acceptable annotations for the sample, in
case the annotations are similar or insignificantly
different, or select none.

The annotation task was carried out on 50
queries with two human evaluators. Both anno-
tators were specifically trained for this task using
detailed guidelines and example cases to ensure
consistent and informed annotations.

The evaluation was performed in two stages.
First, Annotator A labeled all instances according
to the annotation guidelines. Then, Annotator B
reviewed these annotations and either confirmed
or corrected them as necessary. In cases where
Annotator B disagreed with Annotator A’s label,
Annotator B’s correction was treated as the final
label. We did not compute inter-annotator agree-
ment metrics, as annotations were not performed
independently. Instead, we report the proportion of
annotations that required correction as an indicator
of initial annotation quality and guideline clarity.
The fraction of queries with corrections was 11%,
showing high annotator agreement.
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| clicks relevance LLM DS MV
SCOI‘e‘ZI/SO 17/50 11/50 31/50 24/50

Table 3: Results of human audit of 50 queries. The
scores reflect for each method the fraction of outputs
rated as acceptable.

Results. In Table 3 we show the results of the man-
ual assessment, where each score corresponds to
the number of times the annotator selected the cor-
responding labeling method’s predictions as accept-
able. Although the LLM has less domain knowl-
edge its contribution is significant.

We observe that both aggregation methods are
favored by humans, with Dawid-Skene being the
best method. DS was preferred over MV in 15%
of cases; the annotators noted that DS produced
longer and more diverse annotations. Achieving
the majority agreement (2 out of 3 labelers) in MV
is a strict measure and results in valuable product
types removed from the annotation. As opposed
to majority voting, Dawid-Skene assigns different
weights to the predictions of the workers, which
results in less restrictive filtering of the labels. As
a result of that we found the average length of MV
annotations to be 10% shorter than that of DS.

4.3 Practical applications

The presented dataset with approximately S5k
queries across four categories is a controlled pi-
lot, designed to allow careful auditing and to avoid
repetitive queries. However, the entire pipeline is
fully automated and trivially scales to millions of
queries and dozens of categories.

In practice, we have used a larger-scale dataset
built with this methodology to evaluate a produc-
tion e-commerce query classifier. While results
cannot be disclosed for privacy reasons, we note
that this evaluation surfaced some weaknesses of
the model on specific types of broad queries —
demonstrating the practical value of FABRIC in
real-world systems.

5 Conclusion

In this work, we have presented the methodol-
ogy for labeling multi-category e-commerce search
queries, which can be used to provide high quality
multi-label data for the query classification model
evaluation. Our solution is generic and can be used
in various e-commerce stores that have aggregated
click-through logs and a relevance model available.

As future work we plan to extend the scope of
the considered types of broad queries and individ-
ual labeling approaches. Beyond that, we plan to
explore additional methods for label aggregation.

6 Limitations

The described approach requires access to e-
commerce aggregated search/click logs; while
these are usually available for e-commerce stores,
they are difficult to access in the academic setting.
Moreover, the proposed approaches rely on suffi-
ciently large observations of queries, which might
not be available for all use cases.
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Appendix

Prompts for LLM annotation
System prompt

You are an experienced e-commerce website manager. You are an expert in identifying
which category of products the users of the e-commerce websites look for.

Step 1: assign free-form categories

You are given as input a customer query, and you need to list all possible product types
that the customer might be interested to see in their search results.
Try to give a very extensive list of all applicable product categories

Output the list of categories as a Python list of singular nouns.

Restrict your outputted list to the top 10-20 most essential product categories that I
need to show on the first search result page. Output categories whose products

are relevant for the query.

Do not write abstract categories (e.g. outputting 'accessories' is not allowed),
Each category needs to be grounded in a specific product that the user can

buy on an e-commerce website.

Sort the results starting with most relevant categories first
Input query: {query}

Step 2: map to real product categories

I will give you a list of standard names.

For each input concept, return the closest in meaning standard name from the
standard list.

For instance, the input concept 'herbal remedies' you will standardize

into "HERBAL_SUPPLEMENT", which is in the list.

If you cannot find a matching standard name, output None. It is ok to output same
output standard names for different input concepts.

You will be given a list of input concepts and you will need to output a list of
standardized concepts.

IMPORTANT: do not output anything outside of the given list of standard names.

Here is a list of standard names that you need to standardize the input into: {cat_list}
Input concepts: {inputs}
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