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Abstract

Detecting abnormal events in real-world cus-
tomer service dialogues is highly challenging
due to the complexity of business data and the
dynamic nature of customer interactions. More-
over, models must demonstrate strong out-of-
domain (OOD) generalization to enable rapid
adaptation across different scenarios and max-
imize commercial value. In this work, we
propose a novel Adaptive Perplexity-Aware
Reinforcement Learning (APARL) framework
that leverages the advanced reasoning capabil-
ities of large language models for abnormal
event detection. APARL introduces a dual-
loop dynamic curriculum learning architecture,
enabling the model to progressively focus on
more challenging samples as its proficiency
increases. This design effectively addresses
performance bottlenecks and significantly en-
hances OOD transferability. Extensive eval-
uations show that our model achieves signifi-
cantly enhanced adaptability and robustness,
attaining the highest F1 score with an aver-
age improvement of 17.19%, and an average
improvement of 9.59% in OOD transfer tests.
APARL provides a superior solution for indus-
trial deployment of anomaly detection models,
contributing to improved operational efficiency
and commercial benefits.

1 Introduction

In the domain of real-world customer service (Naik
et al., 2024; Yang et al., 2024; Ngai et al., 2021;
Zou et al., 2021), effectively detecting abnormal
events in conversations among users, merchants,
and service agents is crucial for timely issue resolu-
tion and proactive risk mitigation. For example, in
food delivery scenarios (Gao et al., 2021), when a
user repeatedly complains about delayed deliveries,
it is essential to analyze the context of the conver-
sation to identify the root cause of the issue, such
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as slow food preparation by the merchant or the
courier failing to pick up the order. Providing better
solutions based on this analysis can enhance user
satisfaction, helping the platform retain more cus-
tomers and thereby boosting its competitive edge
in the industry.

Existing methodologies for abnormal event de-
tection face two predominant limitations. Tradi-
tional approaches relying on specialized small mod-
els (e.g., BERT-based classifiers) (Devlin et al.,
2019; Chen et al., 2024; Li et al., 2023a; Qasim
et al., 2022; Prabhu et al., 2021; Yu et al., 2019)
necessitate training and maintaining multiple task-
specific models, resulting in prohibitive annotation
costs (averaging 120 hours per event) and poor scal-
ability for emerging event types. While large lan-
guage models (LLMs) address these issues through
few-shot prompting (Touvron et al., 2023; Kaplan
et al., 2020; Min et al., 2022; Wei et al., 2022a),
their performance exhibits unacceptable sensitivity
to prompt engineering and does not perform well
in vertical domains such as the food delivery sec-
tor. Furthermore, supervised fine-tuned LLMs (Wei
et al., 2021; OpenAl, 2023; Ouyang et al., 2022;
Wake et al., 2023; Sun and Moens, 2023) can adapt
to some vertical scenarios, which have been widely
adopted in various industrial fields (Dai et al., 2024;
Ravikumar et al., 2025). However, it tends to the
memorization bias (Chu et al., 2025), where models
overfit to training data, limiting their generalization
to unseen data. This memorization suggests that
performance gains may stem more from learned
patterns rather than deep task understanding.

To overcome these bottlenecks, we explore the
potential of reasoning capabilities in large models
to enhance problem-solving in customer service
dialogue scenarios. Under a post-training frame-
work with reinforcement learning (RL), reasoning-
focused large models (Jaech et al., 2024; Guo et al.,
2025a; Team et al., 2025; DeepMind, 2024; Zhang
et al., 2025b) such as OpenAl’s 01/03 (Jaech et al.,
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Figure 1: (a) Training Plateau effect on accuracy. (b)
Sample pass@1 distribution changes with conventional
RL training.

2024) and DeepSeek-R1 (Guo et al., 2025a) demon-
strate exceptional capabilities utilizing chain-of-
thought reasoning. Despite RL’s strong theoreti-
cal performance, its real-world applications in cus-
tomer service dialogues face significant implemen-
tation challenges. Our preliminary experiments and
existing research (Arrieta et al., 2025; Mondillo
et al., 2025; Evstafev, 2025) indicate that train-
ing challenges in domain-specific tasks primarily
include: (1) a plateau effect on accuracy, where
early convergence is followed by stagnation or de-
cline (Schaul et al., 2019), as shown in Figure 1(a);
(2) a bimodal distribution in sample pass @1 results
after RL training, indicating difficulties learning
from hard samples (Slade and Gedeon, 1993), as
demonstrated in Figure 1(b).

Based on these observations, we propose a novel
Adaptive Perplexity-Aware Reinforcement Learn-
ing (APARL) framework to address these chal-
lenges through a dual-loop architecture. In the
outer loop, APARL employs an adaptive perplexity-
aware sampling strategy to dynamically select sam-
ples based on complexity; the inner loop utilizes a
rule-guided reinforcement learning mechanism to
optimize model learning, encouraging exploration
of diverse reasoning strategies without requiring
explicit CoT annotations. This dual-loop strategy
enables dynamic curriculum learning, allowing the
model to gradually focus and explore more chal-
lenging samples as its capabilities improve, enhanc-
ing sample utilization efficiency and performance
optimization limits.

Extensive experiments and evaluations on food
delivery dialogue tasks demonstrate that APARL
effectively enhances model accuracy and robust-
ness, achieving the highest F1 score with an aver-
age increase of 17.19% across all benchmarks; in
OOD task testing, the average increase was 9.59%.
Our method provides a superior solution for the in-
dustrial application of abnormal detection models,
aiding in the improvement of business operational

efficiency and economic benefits.

2 Problem Statement

In this section, we formalize the abnormal event de-
tection in customer service dialogues as a decision-
making process (Howard, 1960; Baxter, 1995). Let
a customer service dialogue be a sequence of T'
utterances D = {uq, ..., ur} where u; € U repre-
sents the ¢-th utterance (user/agent/ merchant). As
illustrated in Figure 2, our task is to analyze the di-
alogue and give the names of abnormal events. We
formulate abnormal event detection as RL problem
with: (1) State space: S = {s; = (ep, Ur—r:t)},
where p denotes the event descriptions and w;_g.;
denotes dialogue window of k recent utterances;
(2) Action space: A = {ai,...,ap}, where
M = 20 predefined abnormal event types (e.g.,
merchant_delay, courier_issue); (3) Reward func-
tion: 7 contains the accuracy reward and the format
penalty.

Hello, how can I assist you today?

DiCl|OgLIE : Hi, regarding my order, the delivery

., &

2'e

Abnormal
Event
Categories

person accepted the order but hasn't started delivering
it. It's about to be late. I tried calling him, but he didn't
answer. Could you please urge him to deliver it?

Sure, I apologize for the inconvenience. Please
kindly wait a moment. We will also urge the delivery

person to deliver your order as soon as possible.

Courier Not Delivering v
Courier Not Answering Calls v

Courier Delivery Timeout X

Figure 2: Abnormal event detection in the dialogue.

3 Methodology

3.1 Overview

In order to fully leverage the advantages of reason-
ing models in detecting real-world abnormal events,
we explores the training methods for model rea-
soning and addressing issues in customer service
dialogue scenarios within the RLVR framework.
However, preliminary experimental results indicate
that the model’s training performance has not met
the expected standards. Through multiple rounds
of experimental observations, the following phe-
nomena were noted: (1) Accuracy converges early
in training, followed by a plateau effect, and even-
tually shows a declining trend (Schaul et al., 2019),
as illustrated in Figure 1(a); (2) There are discrep-
ancies compared to the experimental results re-
ported in existing studies, with a decreasing trend in
the length of reasoning chains during training; (3)
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Figure 3: (a) SFT, (b) traditional RL, and (c) overview of our proposed APARL.: integrating rule-guided RL in the
inner loop and the adaptive perplexity-aware sampling strategy in the outer loop to improve the SFT and traditional

RL issues.

The pass@1 results of samples post-reinforcement
learning training exhibit a bimodal distribution
characteristic (Slade and Gedeon, 1993), with a
slight increase in the number of difficult problems,
as shown in Figure 1(b).

The fundamental cause of the observed training
trends lies in the fact that, under the same sampling
budget constraints, some intermittently solvable
problems may not be sampled to the correct answer,
while some simple problems with intermittent er-
rors have correct answers and provide effective
gradient signals. The model gradually converges
towards the correct response trajectory of simple
samples, leading to a degradation in the solving
ability of complex problems that originally had
intermittent solvability. To address the challenge
of performance stagnation in reinforcement learn-
ing training, we propose the Adaptive Perplexity-
Aware Reinforcement Learning (APARL) frame-
work, as shown in Figure 3, which includes a dual-
loop architecture:

* Quter Adaptive Sample Strategy: Automatically
optimizes training data composition using the
perplexity based on the model’s average profi-
ciency level and training data distribution.

* Inner Rule-Guided RL: Activates foundational
reasoning through structured reward signals
aligned with domain expertise.

3.2 Outer loop: Adaptive Perplexity-Aware
Sampling Strategy

To address performance stagnation and overfitting
to simple samples, the outer loop of our APARL

framework dynamically adjusts the sampling prob-
ability of each training sample according to the
model’s capability at every training step. This en-
sures that the model is consistently exposed to ap-
propriately challenging samples.

LLM Capability Assessment. At each train-
ing step, we perform Monte Carlo sampling on
the current LLM policy 7y, conducting k indepen-
dent generations for each prompt z; in the current
mini-batch B = {z;}_,. We define the model’s
proficiency level 1, € [0, 1] through:

1 : 1 Y
pi= g Z]I(fw(xgj)) =), wy = N > i
j=1 i=1

ey
where p; measures empirical success rate, b is the
batch size, ¢ denotes training iteration, and f rep-
resents the policy function.

Perplexity-Aware Sampling. Building upon the
batch-wise capability assessment, we introduce a
power-function-based perplexity-aware sampling
probability to directly determine whether each sam-
ple z; in the mini-batch is selected for training at
the current step. Specifically, for each sample, we
compute its selection probability as follows:

. tA=pp) /1 _ o\ e
L—ppte pp + €
@)
where p; is the empirical success rate of the model
on x;, jip is the average proficiency over the current

batch, £ > 0 is a sharpness parameter control3ling
the concentration of the distribution, and € is a
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small constant (e.g., 1 X 10~®8) added to the denom-
inators for numerical stability.

Similar to DAPO (Yu et al., 2025), the sampling
probability computed by Eq (2) naturally becomes
zero for samples where p; equals 0 or 1, thereby
eliminating the influence of ineffective gradient
samples on the learning process. Additionally, the
peak of the sampling function is located at i,
meaning that samples whose difficulty is close to
the current model’s average proficiency are more
likely to be selected (i.e., their sampling probability
approaches 1). After applying the sampling filter,
if the number of selected samples is insufficient to
fill the training batch size, the same sampling pro-
cedure will be performed on the subsequent batch
to supplement the batch. This design exhibits two
essential properties:

* Capability-driven Focus: In the early stage
of training, when p,, is small, the distribution
peak is close to the low-difficulty region, so the
model tends to sample easier examples, facili-
tating rapid skill acquisition.

* Challenge Emphasis: As training progresses
and p, increases, the distribution peak shifts to-
ward higher difficulty, and the model naturally
focuses on harder or borderline samples, shift-
ing the training emphasis to more challenging
tasks.

The perplexity-aware data dynamically guides
the model toward deeper cognitive engagement,
avoiding stagnation in simplistic problem-solving
patterns. This process mimics curriculum learning,
where the training focus gradually shifts to harder
tasks as the model improves, ultimately converging
to an optimal policy through synergy with the inner
loop.

3.3 Inner loop: Rule-Guided RL

In abnormal event detection tasks, where sample la-
bels exhibit high specificity, rule-guided RL demon-
strates significant application advantages. This
study integrates rule-guided RL with the emergent
properties of Chain-of-Thought (CoT) reasoning,
leveraging the synergistic effects of test-time scal-
ing benefits and RL scaling effects to construct a
scalable training framework.

RL Algorithm. @ We employ a modified
DAPO (Yu et al., 2025) algorithm as the core RL
module. Preliminary ablation studies demonstrate
that omitting the KL divergence constraint leads

to significant instability during training. To miti-
gate this, we reintroduce the KL divergence term.
Specifically, we retain both the token-level pol-
icy gradient loss computation and the Clip-Higher
strategy. In addition, the KL divergence constraint
is decoupled from the advantage estimation pro-
cedure and is instead incorporated as an explicit
regularization term within the loss function, fol-
lowing the optimization practices recommended by
DeepSeek-Math (Shao et al., 2024a). The revised
overall loss function is formally defined in Eq (3):

G osl

G’ ‘02’ ZZ (mln r”At,

i=1 t=1

L(9) =

Clip('ri,ta 1 —Elow> 1 Jthigh)fit)

— ADk [ mrer] ) 3

where the advantage function Ay and the impor-
tance sampling coefficient r; ; are computed as

At = Tt — /’LT, Tit = o ( by Oi7<t)
Op Told (Oi,t \ q, 0i,<t)

“

Additionally, we adopt the unbiased KL esti-
mation as recommended in GRPO algorithms to
enhance stability, as shown in Eq. (5):

Tref ( ; 0; <t)
D — 9 ) _
KL [l ] 7o (0it | 4, 0i,<t)
(5
7Tref( i Oi,<t)

log — 1.

u (Oi,t | q, 0i,<t)

Reward Design. For abnormal event detection,
the rule-based reward function includes a format
reward and an answer accuracy reward. Following
GRPO-LEAD (Zhang and Zuo, 2025) and RM-
R1 (Chen et al., 2025), we assign negative scores
to responses that fail to meet format or correct-
ness requirements. Both components are initialized
with negative constants (—C', C' > 0) and switched
to positive values if the output is correct or well-
formatted. The final reward is computed as the sum
of these and serves as the advantage estimator for
policy gradient optimization. The reward function
is formalized as Eq (6):

CatCp il I(Ge =)
re = —Co + Cy  if I(gy # y;) but well-formatted
—C, — Cy if j; has formatting errors.

(6)
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4 Experiment

4.1 Experimental Setting

Dataset Selection: We benchmark our proposed
framework against baseline models using a com-
prehensive industrial food delivery dataset. This
dataset, sourced from Meituan’s online logs, com-
prises 55,000 training samples and 9,000 testing
samples. It features multi-turn conversations and is
structured to classify 20 distinct abnormal events.
The classification targets are meticulously anno-
tated by our human customer service team.

Evaluation Metrics: We validate our method
using precision, recall, and F1-score metrics on the
9,000 test samples to ensure robust performance
assessment.

Model Configuration: Our experiments uti-
lize Qwen-14B-Instruct and DeepSeek-R1-Distill-
Qwen-14B as the base models for RL training. This
configuration is selected to thoroughly evaluate the
applicability of both reasoning and standard mod-
els with our APARL, thereby demonstrating the
generalizability of our approach.

Comparison Methods: We employ the follow-
ing comparisons: (1) Trained small models: BGE-
M3!; (2) API calls using GPT-40/DeepSeek-V3 (In-
struct model) and ol-preview/DeepSeek-R1 (Rea-
soning model); (3) Supervised Fine-Tuning (SFT)
on the aforementioned base models; and (4) the
GRPO and DAPO RL methods versus APARL.

4.2 Main Results

Table 1: Performance Comparison with Different Strate-
gies

Category Model Performance

Precision  Recall Fl1

78.53%  69.90%  73.96%
72.52%  17.40% 74.88%
65.43%  72.35% 68.72%
74.76%  68.56% 71.53%
79.85%  69.59% 74.37%
62.58%  76.96% 69.03%
73.63%  56.09% 63.67%
81.90% 82.28%
86.61% 83.38%

Small Models BGE-M3

GPT-40

ol-preview

DeepSeek-V3

DeepSeek-R1
DeepSeek-R1-Distill-Qwen-14B
Qwen-14B-Instruct
DeepSeek-R1-Distill-Qwen-14B+APARL
Qwen-14B-Instruct+APARL

API Models

Base Models

82.67%
80.38%

Ours

The results presented in Table 1 highlight the
significant improvements achieved by our APARL
across various models and metrics. APARL out-
performs leading API-based models, such as
DeepSeek-R1, by attaining a higher F1 score
(83.38% vs. 74.37%). This indicates the practi-
cal applicability of APARL, which can save more
costs. Moreover, the results also reveal that APARL

"https://huggingface.co/BAAI/bge-m3

surpasses the performance of traditional small
models like BGE-M3 (73.96% F1), further vali-
dating the advantages of our RL-driven approach
in abnormal event detection tasks. Moreover, our
strategy, when applied to both instruct and dis-
till models, demonstrates superior performance
in terms of F1 scores. Specifically, DeepSeek-R1 -
Distill-Qwen-14B+Ours achieves an F1 score of
82.28% while Qwen-14B-Instruct+Qurs reaches
83.38%.

Another noteworthy finding is that the reasoning
patterns acquired by DeepSeek-R1-Distill-Qwen-
14B from DeepSeek-R1 did not yield significant
improvements in business-oriented evaluations.
In fact, the distilled model performed even worse
compared to Qwen-14B-Instruct after RL training.
Our experimental analysis may provide additional
insights for the industry when selecting models.

Overall, APARL achieved a 17.19% average im-
provement over all the baselines. Our training
method effectively addresses three real-world chal-
lenges: (1) Enhanced recall improves long-tail cov-
erage, allowing detection of unusual issues like
unique customer complaints. (2) It maintains high
precision while identifying more issues, ensuring
compliance with business rules like privacy poli-
cies without losing accuracy. (3) Consistent im-
provements across various Al models demonstrate
the method’s versatility, proving it’s not limited to
specific technical setups.

4.3 Ablation Study

Table 2: Ablation on Different Data/Training Strategies

Performance
Recall F1

76.96%  69.03%
79.84%  76.96%
92.06%  77.98%
78.95% 18.91%
81.90% 82.28%

56.09%  63.67%
66.12%  73.63%
74.55%  76.06%
80.15% 78.48%
86.61% 83.38%

Model Method

Precision

Base model 62.58%
+SFT 74.28%
DeepSeek-R1-Distill-Qwen-14B  +GRPO 67.64%
+DAPO 78.87%
+Our APARL  82.67%

Base model 73.63%
+SFT 83.05%
+GRPO 77.63%
+DAPO 76.88%
+Our APARL  80.38%

Qwen-14B-Instruct

The ablation study was conducted using two
base models: DeepSeek-R1-Distill-Qwen-14B and
QOwen-14B-Instruct. We evaluated the following
configurations: the base model, SFT with the full
dataset, conventional RL(GRPO and DAPO), and
APARL.

For DeepSeek-R1-Distill-Qwen-14B/Qwen-14B-
Instruct, applying APARL resulted in an F1 score
of 82.28%/83.38%, which is a notable improve-
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ment over both the full SFT(6.91%/13.24%). This
indicates that our dynamic approach effectively
balances precision and recall, outperforming two
conventional RL methods by 4.89%/7.93% in the
F1 score. These results show the potential and ad-
vantages of our method for industrial applications.

4.4 OOD Testing

Table 3: OOD Testing on Different Data/Training Strate-
gies

Avg. Performance

Model Method

Precision  Recall Fl1

Small Models BGE-M3 / / /
GPT-40 71.81%  70.22%  71.00%
API Models DeepSeek-V3  66.78%  71.69%  69.16%
DeepSeek-R1  70.43%  72.40%  71.26%
Base model 54.69% 81.75% 67.36%
+SFT 66.13%  78.03% 71.53%
DeepSeek-R1-Distill-Qwen-14B  +GRPO 68.30%  82.78% 74.82%
+DAPO 76.13%  73.66% 74.84%
+Our APARL  7899% 79.11% 79.01%
Base model 56.82%  86.19%  68.46%
+SFT 66.54%  79.16% 72.26%
Qwen-14B-Instruct +GRPO 78.07%  71.33% 74.53%
+DAPO 7713%  71.51% 77.30%

+Our APARL  77.45%  79.92% 78.65%

Table 3 summarizes the out-of-distribution
(OOD) testing results across different model con-
figurations and training strategies. We report the
average performance metrics (Precision, Recall,
F1) over three anonymized business domains(to
ensure business confidentiality), whose respective
test set sizes are 8.8k, 8.5k, and 5k. It should be
noted that the BGE-M3 model cannot be directly
transferred for use, as it has a fixed classification
head. More experiments details for each business
can be found in Appendix C.

From the results, we observe that our proposed
APARL method consistently outperforms all base-
lines. For DeepSeek-R1-Distill-Qwen-14B, APARL
achieves the highest F1 score (79.01%), represent-
ing a 7.48% absolute improvement over SFT and
outperforming both GRPO and DAPO. Similarly,
for Qwen-14B-Instruct, APARL yields an F1 of
78.65%, surpassing both SFT and other RL meth-
ods. Comparing with strong API-based models
(e.g., GPT-40, DeepSeek-V3), our APARL-trained
models demonstrate highly competitive OOD gen-
eralization, with F1 scores exceeding those of GPT-
40 and DeepSeek-R1 by 8.01% and 7.75%, respec-
tively, on average.

Overall, APARL achieved a 9.59% average im-
provement over all the baselines. This highlights
the robustness of our approach under distributional
shifts, which is crucial for real-world industrial
deployment.

4.5 Dynamics on Validation and Training

The validation and training dynamics depicted in
Figure 4 highlight the effectiveness of our adaptive
strategy. In the left panel, the reward trajectory of
the adaptive strategy exhibits a more rapid upward
trajectory and ultimately converges to a higher re-
ward region. This characteristic stems from the dy-
namic adjustment of sample difficulty, enabling the
model to effectively consolidate learned strategies
at each stage while progressively enhancing its ca-
pabilities. The right panel simultaneously demon-
strates the variation in response length. Compared
to baseline methods, our strategy achieves signifi-
cantly longer response lengths, as the model gradu-
ally increases its exploration of complex scenarios.
This adaptive adjustment stimulates the model’s
capacity for deep reasoning and enables robust,
context-aware decision-making in reinforcement
learning tasks.

s VAV

2 0
steps steps

(a) Validation Score (b) Response Length

Figure 4: Visualization on Dynamics.

5 Conclusion

In conclusion, we are the first to apply reason-
ing models to abnormal event monitoring in cus-
tomer service workflows. We propose a novel re-
inforcement learning approach that addresses real-
world challenges by integrating domain-specific
rewards and adaptive perplexity-aware sampling.
Our framework significantly boosts abnormal event
detection and resolution. Extensive experiments
on a food delivery platform show that our model
achieves the highest F1 scores, with average im-
provements of 17.19% in overall performance and
9.59% on OOD transfer tests. These results demon-
strate strong adaptability and robustness, highlight-
ing the potential of our approach to enhance cus-
tomer satisfaction and business value. Our work
provides a robust and scalable solution for indus-
trial abnormal event detection and response.
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Limitations

We have validated our approach on different model
series, including DeepSeek-R1-Distill-Qwen-14B
and Qwen-14B-Instruct, which meet the stringent
latency and deployment requirements of our online
business scenario. Although we have not system-
atically tested other model architectures or sizes,
our results demonstrate practical applicability. Fu-
ture work is encouraged to extend this evaluation
to both larger and smaller models to further explore
the scalability and robustness of our method.
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A Related Work

Large Reasoning Models. Large Reasoning Models (LRMs) enhance large language models by in-
creasing inference-time computation (Snell et al., 2024) rather than simply scaling parameters. Chain-
of-Thought (CoT) prompting (Wei et al., 2022b; Yao et al., 2023; Zhou et al., 2022), which introduces
intermediate reasoning steps, significantly boosts performance on complex tasks. Building upon this,
recent works further optimize reasoning via reinforcement learning, leading to advanced models such
as OpenAl ol (OpenAl, 2024), DeepSeek-R1 (Guo et al., 2025b), Kimi k1.5 (Team et al., 2025), and
QwQ (Qwen et al., 2025). Trained with answer-based rewards, these models autonomously extend
reasoning chains at inference, achieving substantial gains on challenging tasks like advanced mathematics
and logical reasoning (Zhang et al., 2025a; Shao et al., 2024b).

Reinforcement Learning for LLM. Reinforcement Learning (RL) has become an essential tool for
enhancing the reasoning capabilities and alignment of large language models (LLMs). Early research
employed Proximal Policy Optimization (PPO) (Schulman et al., 2017) to fine-tune LLMs, thereby im-
proving their performance across various natural language processing tasks by optimizing them according
to human feedback, known as Reinforcement Learning from Human Feedback (RLHF) (Bai et al., 2022).
Building upon RLHF, several reinforcement learning preference optimization methods tailored for large
language models have been developed, including DPO (Rafailov et al., 2023), SimPO (Meng et al.,
2024), ReMAX (Li et al., 2023b), Reinforce++ (Hu, 2025), and RLOO (Ahmadian et al., 2024). These
approaches have effectively reduced the cost associated with preference optimization for large models and
enhanced the stability of reinforcement learning processes for such models.

Following the demonstration of significant potential by large inference models such as OpenAl o1 (Ope-
nAl, 2024), DeepSeek-R1 (Guo et al., 2025b), Kimi k1.5 (Team et al., 2025), and QwQ (Qwen et al.,
2025), the learning paradigm of Reinforcement Learning with Verifiable Reward (RLVR) has garnered
increasing attention. Reinforcement learning techniques like GRPO (Shao et al., 2024b), along with its
improved variants such as Dr.GRPO (Liu et al., 2025b), DAPO (Yu et al., 2025), and VAPO (Yue et al.,
2025), have been progressively applied. Additionally, more reinforcement learning models targeting
vertical domains have emerged (Xie et al., 2025; Zhu et al., 2025; Liu et al., 2025a; Lai et al., 2025). Our
approach centers on refining GRPO and DAPO and, for the first time, applying reinforcement learning
techniques to event monitoring tasks within real-world business scenarios. The framework we propose
is poised to establish a new benchmark for the application of large inference models in industry, further
advancing operational efficiency and economic benefits in commercial settings.

B Implementation Details

B.1 Training Setup

We train all the methods with 32 A100-80GB SXM GPUs. For supervised fine-tuning (SFT), we utilize the
Megatron-LM framework (Shoeybi et al., 2019), which is a distributed training system designed for large-
scale transformer models. Megatron-LM supports both tensor and pipeline parallelism, enabling efficient
training of models with billions of parameters across multiple GPUs and nodes. This framework allows us
to fully leverage the computational resources of our GPU cluster and achieve high training throughput
and scalability. During the reinforcement learning stage, we adopt the VeRL framework (Sheng et al.,
2024). VeRL is specifically designed for post-training large language models with reinforcement learning
algorithms such as RLHF. It provides seamless integration with existing LLM infrastructures, including
PyTorch FSDP, Megatron-LM, and vLLM. VeRL enables flexible and efficient RL training, supports
modular APIs, and allows for easy extension to other training and inference frameworks. For inference,
we employ the vLLM engine (Kwon et al., 2023), which is an efficient and scalable LLM inference
framework. vLLM supports asynchronous batch processing, distributed inference, and is optimized for
high throughput and low latency on large language models. Its compatibility with both training and RL
frameworks ensures a streamlined workflow from model training to deployment.
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B.2 Hyperparameters

Here we summarize the training configurations for all compared methods, including our approach. The
table provided summarizes the training configurations for various methods. Each method has specific
hyperparameters tailored to optimize performance and efficiency during training and evaluation. These
configurations are crucial for replicating the experiments and ensuring consistent results across different
trials.

Method data_train_batch_size ppo_mini_batch_size kl length Ir epoch eval_step Others

SFT 512 - - 8k le-6 3 40 -
GRPO 256 128 0.001 8k le-6 5 20 -
DAPO 256 128 0.0 8k le-6 5 20 -
APARL 256 128 0.001 8k le-6 5 20 t=0.1

Table 4: Training configurations for different methods.

C Supplementary Experimental Results

C.1 OOD Testing Detailed Results

Table 5 provides a comprehensive breakdown of the OOD testing results across three anonymized business
domains. Each domain represents a distinct test set, with sizes of 8.8k, 8.5k, and 5k respectively. The
table highlights the performance metrics (Precision, Recall, F1) for various models and training strategies,
offering a detailed view beyond the average results presented in the main text.

Overall, the detailed results reaffirm the superiority of our APARL method, which consistently delivers
higher precision and recall, translating into improved F1 scores across diverse OOD tasks. This robustness
underlines the practical applicability of APARL in real-world scenarios where models face varied and
unpredictable data distributions.

Table 5: Comparison across Different Domains and Training Strategies

Model Method Anonymous Task 1 ‘ Anonymous Task 2 ‘ Anonymous Task 3
P R FI. | P R FI. | P R F1
Small Models BGE-M3? / / /A / Lol / /
GPT-40 70.84% 7050% 70.67% | 72.37% 69.60% 70.94% | 72.24% 70.57% 71.40%
API Models DeepSeck-V3  64.45% 70.35% 67.00% | 69.40% 71.81% 70.50% | 66.49% 72.93%  70.00%

DeepSeek-R1  69.45% 70.80% 69.80% | 71.79% 72.43% 72.09% | 70.05% 73.99% 71.90%
Base model 52.16% 88.54% 65.65% | 56.34% 86.51% 68.24% | 55.57% 88.21% 68.19%

+SFT 66.55% 76.62% 71.10% | 64.75% 80.69% 71.90% | 67.09% 76.718% 71.60%
DeepSeek-R1-Distill-Qwen-14B  +GRPO 66.68% 84.29% 74.46% | 70.24% 80.79% 75.15% | 67.99% 83.28% 74.86%
+DAPO 74.57% 75.57% 75.07% | 78.08% 71.60% 74.70% | 75.74% 73.82% 74.77%

+Our APARL  77.49% 81.33% 79.36% | 81.88% 76.85% 79.29% | 77.62% 79.16% 78.38%
Base model 54.28% 87.49% 66.99% | 57.46% 84.72% 68.48% | 58.74% 86.36% 69.92%

+SFT 66.96% 79.42% 72.70% | 64.98% 79.73% 71.50% | 67.710% 78.33% 72.60%
Qwen-14B-Instruct +GRPO 71.27% 73.63% 75.40% | 79.68% 70.55% 74.80% | 77.27% 69.83% 73.40%
+DAPO 76.24% 78.717% 77.48% | 79.31% 76.06% 77.65% | 715.85% 71.72% 76.78%

+Our APARL  76.80% 81.27% 18.97% | 79.10% 79.27% 79.18% | 76.46% 79.23% 77.82%

D Case Study

This case study demonstrates the application of an abnormal event detection system in the context of food
delivery customer service interactions. By providing a detailed prompt containing event definitions and a
real-world conversation between a customer and an agent, the system is able to accurately identify all
relevant abnormal events present in the dialogue. After applying our APARL, the model’s output becomes
more precise and aligned with human reasoning.

’The training and inference of BGE-M3 are based on fixed categories, making it unsuitable for direct transfer to out-of-domain
tasks.
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Prompt

### Background:

As an event classification expert, your task is to determine which of the following
event categories may be triggered by the dialogue between the user and customer
service in a given errand delivery scenario. Please refer to the dialogue content and
the explanations of each event to identify all possible event types.

Note the roles in the conversation: "customer" refers to the user, "agent" and "staff"
refer to customer service staff.

### Event Names and Explanations:

[Event 1]

Cannot Reach Rider: The user reports being unable to contact the rider. Note: only
when the "user" reports this; if customer service can't reach the rider, it doesn't
count.

[Event 2]

Rider Refuses to Deliver: The rider does not deliver after accepting the order,
whether for subjective or objective reasons. E.g., "rider refuses to deliver," "rider
doesn't want to deliver." Differentiate from "not accepting the order"—this only
applies after the order is accepted.

[Event 22]

Merchant Sent Wrong Item: The merchant/sender sent the wrong or missing item.
E.g., "sent the wrong item," "under-delivered," etc.

[Event 23]

Order Receipt Upload Issue: Problems with uploading or obtaining order receipts.
E.g., "can't upload receipt," "no receipt," "wrong receipt," etc.

### Dialogue Content:

agent: Hello, Meituan customer service, how can I help you?

consumer: Hi, I just had an errand order delivered to the Women and Children's
Hospital.

consumer: ...

### Output Requirements:

Based on the event explanations and the dialogue between customer service and the
user, list all event categories possibly involved in this conversation.

The result can include multiple events; ensure no relevant events are omitted.
Provide your complete reasoning process.

Output your reasoning between <think> and </think>, and your answer between
<answer> and </answer>. The answer should be a JSON list containing the event
names involved in the conversation.

Figure 5: The prompt used for abnormal event detection in food delivery tasks.
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Output

<think>

I need to analyze the conversation between the user and customer service to
identify possible event categories. First, the user mentions that the customer did not
receive the item, and the rider put it in an unspecified location, which the recipient
cannot find. According to Event 12, "Order Marked as Delivered But Not
Received" applies if the rider marks the order as delivered but the user hasn't
received it; here, the customer cannot find the item, but it's not clear if the order
was marked as delivered, so this may not fully apply.

The conversation also discusses the rider leaving the item at an unfamiliar location,
causing confusion for the recipient. This matches Event 11, "Rider Delivered to
Wrong Address," since the rider left the item at the wrong place (not the specified
location at the hospital), and the customer cannot find it.

There is also mention of the rider not delivering the item to the specified location
(e.g., a particular gate or delivery locker), which matches Event 10, "Rider Didn't
Deliver Upstairs or Into Complex," as the user expected delivery to a specific place,
but the rider left it elsewhere.

The dialogue does not mention issues such as slow delivery, rider attitude, extra
delivery fees, lost items, or other events, so those do not apply.

In summary, the conversation mainly involves Event 10 and Event 11.
</think><answer>[

"Rider Didn't Deliver Upstairs or Into Complex",

"Rider Delivered to Wrong Address"

|</answer>

Figure 6: The output generated after ASRR reinforcement learning.
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The practical significance of this task lies in its ability to help food delivery platforms automatically
and efficiently identify, categorize, and respond to various service exceptions in real time. This not only
improves operational efficiency and user satisfaction by enabling faster resolution of issues, but also
provides valuable insights for service quality monitoring, rider management, and process optimization.
Ultimately, such intelligent event detection systems contribute to a safer, more reliable, and user-friendly
food delivery ecosystem.
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