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Abstract

E-commerce stores increasingly use Large
Language Models (LLMs) to enhance catalog
data quality through automated regeneration.
A critical challenge is accurately predicting
missing structured attribute values across
multilingual product catalogs, where LLM
performance varies significantly by language.
While existing approaches leverage general
knowledge through prompt engineering and
external retrieval, more effective and accurate
signals for attribute prediction can exist
within the catalog ecosystem itself-similar
products often share consistent patterns
and structural relationships, and may have
the missing attributes filled. =~ Therefore,
this paper introduces PatternRAG, a novel
retrieval-augmented system that strategically
leverages existing product catalog entries to
guide LLM predictions for missing attributes.
Our approach introduces a multi-stage retrieval
framework that progressively refines the
search space based on product type, uses
textual similarity, glance views and brand
relationships to identify the most relevant
attribute-filled examples for LLM prediction
guidance. Experiments on test sets across
three major e-commerce stores in different
languages (US, DE, FR) demonstrate sub-
stantial improvements in catalog data quality,
achieving up to 34% increase in recall and
0.8% in precision for attribute value prediction.
At catalog entry level, it also achieves up to
+43.32% increase in completeness and up to
+2.83% in correctness.

1 Introduction

Product catalogs are the backbone of e-commerce
stores, serving as crucial resources for customers,
sellers, and internal teams. They play a pivotal role
in enhancing user experience, facilitating product
discovery, and driving sales. The use of Large Lan-
guage Models (LLMs) to regenerate and improve
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these catalogs has gained significant traction. A
typical catalog product entry primarily consists of
two textual parts: unstructured attributes (UAs)
such as product titles, and structured attributes
(SAs) like color and material. One major chal-
lenge in this process is accurately predicting miss-
ing values for the SAs of the catalog entries. Our
observations indicate that, on average, nearly half
of the relevant SA values are missing (empty) for
a given entry across product types, highlighting
the widespread nature of incomplete information
in e-commerce product catalogs.

Predicting missing structured attributes (SA) in
multilingual e-commerce catalogs presents several
significant challenges: (1) Given the global nature
of e-commerce, catalogs often span multiple lan-
guages to serve worldwide stores and enable multi-
lingual product discovery (Riicklé et al., 2019; Nie,
2010; Saleh and Pecina, 2020; Bi et al., 2020; Jiang
et al., 2020; Lowndes and Vasudevan, 2021). While
LLMs typically excel in widely-used languages like
English, they may exhibit reduced performance in
less common languages or those with limited train-
ing data, leading to inconsistent attribute prediction
quality across different stores. (2) Although it is
common to incorporate all available product infor-
mation such as titles and descriptions to predict at-
tributes, not all missing attributes can be easily pre-
dicted or inferred solely from this information and
static metadata, even with the model’s latent knowl-
edge—particularly as new products and attributes
emerge constantly in worldwide e-commerce. (3)
Furthermore, while recent efforts have explored
Retrieval-Augmented Generation (RAG) to address
the inherent limitations of LLMs in accessing spe-
cialized knowledge, external knowledge sources
cannot effectively capture the specific conventions
and norms that exist within product types, stores,
and seller practices in constantly growing catalogs.

For effective attribute prediction using LLM
in e-commerce catalogs, retrieved information
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Figure 1: Overview of PatternRAG

needs to capture specific structural relationships
and conventions that exist within product listings,
especially where attributes follow store-specific
patterns.  Examining product listings in e-
commerce catalogs, we observe a common pattern:
while individual products may have missing
attribute values, similar product entries within
the same category often have this information
filled. Moreover, such a focused set of similar
entries naturally encodes business rules, category
conventions, and brand-specific patterns through
their complete listings. These patterns, when
strategically leveraged, can guide LLM predictions
more effectively than external knowledge sources,
particularly in multilingual environments where
maintaining language/store-specific conventions is
crucial.

Therefore, in this paper, we introduce PatternRAG,
a system that strategically leverages existing
product entries to guide LLM predictions for
missing structured attributes in e-commerce
catalogs. Our system implements a multi-level
filtering strategy to identify and utilize implicit
patterns from similar products within the store
of same language. This approach not only can
improve prediction performance but also ensure
consistency with existing catalog patterns while
adapting to language-specific nuances. Our
proposed PatternRAG includes a term-based
and probabilistic text-based retrieval mechanism
that efficiently identifies similar products based
on product title similarities within identical
product categories. This is followed by an novel

heuristics-based reranking mechanism that utilizes
brand and glance view to optimize the search
results by balancing brand consistency with overall
similarity scores. The system then performs
selective sampling, extracting up to three highly
relevant few-shot examples per missing attribute
from the reranked list of the identified similar
products. These examples are carefully curated
and integrated into attribute-specific prompts for
contextually-informed predictions using LLM.

2 Method: PatternRAG system

PatternRAG consistently outperforms the base-
line prompting approach across three major
e-commerce stores (US, DE, FR). At the structured
attribute level, it achieves improvements of up to
34% in recall and 0.8% in precision. At the catalog
entry level, it achieves substantial improvements of
up to +43.32% in completeness and up to +2.83%

in correctness'.

Contributions: We have two contributions in this
paper: (1) A novel pattern-aware approach to RAG
that strategically leverages similar products within
the catalog ecosystem, demonstrating that internal
catalog patterns can be more effective than general
knowledge sources for structured attribute predic-
tion, particularly in multilingual environments. (2)
A catalog-aware framework within PatternRAG for
identifying and utilizing implicit patterns through
strategic few-shot examples, combining product
type constraints, title similarity, glance views and

Details on the catalog entry-level evaluation metrics is
provided in Section 3.3

268



Quality catalog entry l
Search Indices (SI) Given a catalog entry

T -
Store ID Product type Product title -
[US] SI
o Term-based 9 BM25 search ) .
[DE] S| search Based on title textual similarity ALK o [} .,.igttrA: » ""-,'attr x
attr B: X[ | attr B:% ] attrB: [If | ™" | tr B: X
. . : X || attr C: X ttr C:
Use product type to top-K similar entries attrC: ]| fattr C:X atr attr C: {1
limit search space Entry topl| |Entry top2| |Entry top3 Entry topk
Entries of 9Re-rank top-K using o
[ES] SI same glance views and Select few-shot examples for attributes
product type prioritize entries of A, B, C prediction for the input entry

same brand

Figure 2: Multi-Stage Retrieval Framework

brand alignment to guide LLM predictions.

The rest of this paper is organized as follows:
Section 2 details our approach, including the re-
trieval framework selection and the multi-stage pre-
diction process. Section 3 describes our experimen-
tal setup, including dataset characteristics, system
implementation details, and evaluation metrics. In
Section 4, we present and analyze our results. Fi-
nally, we conclude with a discussion of our findings
and potential directions for future work.

2.1 System Overview

Our approach leverages the inherent patterns within
the catalog ecosystem - where similar products
within the same language store share consistent at-
tribute structures, brand-specific conventions, and
category-specific value formats. For example, run-
ning shoes from the same brand in the German store
often follow similar pattern in describing their sport
type, while fashion items within the same category
in the French store share consistent terminology for
materials and styles. This stems from a fundamen-
tal observation: similar products, particularly those
sharing the same product type and brand within a
language store, often exhibit consistent patterns in
their attribute values. PatternRAG combines effi-
cient retrieval mechanisms with strategic example
selection to identify these informative patterns for
predicting missing structured attributes.

As illustrated in Figure 1, PatternRAG operates
in two phases - offline index building and run-time
attribute prediction, with the runtime workflow con-
sisting of five key stages. First, the system builds
store (language)-specific search indices (SI) from

quality catalog entries (stage 0). At runtime, given
a catalog entry with missing attributes, the system
queries the relevant language’s index to retrieve
similar products (stage 1). The retrieved results
undergo heuristic-based reranking to prioritize en-
tries from the same brand and having higher glance
views (stage 2). For each missing structured at-
tribute, the system then selects relevant few-shot ex-
amples from these reranked entries (stage 3). These
examples are incorporated into attribute-specific
prompts (stage 4), which guide the LLM in gen-
erating predictions for the missing values (stage
5). By leveraging these patterns through strategi-
cally selected examples, PatternRAG enables more
accurate and consistent attribute prediction.

2.2 Multi-Stage Retrieval Framework

Retrieval Process: PatternRAG employs a multi-
stage retrieval framework to identify relevant
pattern-aware examples for attribute prediction.
The process combines term-based and text-based
search strategies to efficiently navigate the catalog
ecosystem while ensuring high-quality example se-
lection as shown in Figure 2:

Given a catalog entry e with missing struc-
tured attributes M = {A, B, C} for prediction.
The system first uses Store ID s to select the
language-specific search index. The retrieval
process begins with term-based search and uses
Product Type p to constrain the search space
Sp,s.  This initial filtering step significantly
reduces the computational overhead by focusing
subsequent operations on a relevant subset of the
catalog. The system then employs BM25 text-
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based search on product titles within .S}, s to return
aresult of the ordered set R of top-k similar entries.

Retrieval Framework-BM25: Our selection of
BM25 as the retrieval framework for PatternRAG
is grounded in both practical and theoretical
considerations.  First, BM25 effectively can
capture product similarities through surface-level
textual patterns, which is particularly valuable
in e-commerce where similar products often
share consistent terminology and brand-specific
language. Second, given the common occurrence
of noisy catalog data in industrial settings (such
as entries in incorrect languages or spam listings),
BM25’s text-based retrieval approach can effec-
tively filter out such noise through token matching,
an advantage over dense retrieval methods,
which are more susceptible to multilingual noise.
Finally, BM25 combines operational advantages
in maintainability and minimal infrastructure
requirements with robust retrieval quality for our
attribute prediction task, making it particularly
effective in identifying products with related
features, styles, and use cases.

Heuristic-based re-ranking: To enhance rele-
vance, the system employs two heuristic features
for re-ranking: glance views (GV) and brand
alignment. The re-ranking process consists of two
steps:

First, the top-k retrieved entries in R are sorted
by glance views in descending order to obtain
R’. Glance views typically refers to the number
of times customers view a product’s detail page,
which indicates the popularity or visibility of a
product in the catalog. Hence higher glance views
of a catalog entry typically indicates better entry
quality and more reliable attribute values.

Second, if brand b is available from the input entry

e, entries in R’ are reordered to obtain R” as equa-

tion 1. This brand-aware reranking preserves the

original ordering within each group while prioritiz-
ing entries from the same brand.

R" = {d; € R' | brand(d;) = b}

® {d; € R' | brand(d;) # b}

Few-shot example construction: Finally, for each

missing attribute 1 € M in the given catalog entry

e, the system selects up to n entries [V from the re-
ranked list R” where the attribute m has filled value.

ey

Then we extract product title and its corresponding
attribute-value pair as a few-shot example from
each entry in N and incorporate those examples
into attribute-specific prompts.

This multi-stage approach offers several key ad-
vantages. First, term-based filtering significantly
reduces the search space by focusing on structurally
and categorically relevant items, thereby improv-
ing both computational efficiency and matching
accuracy. Second, the BM25 text-based search cap-
tures nuanced similarities in product features and
descriptions. Third, the heuristics-based reranking,
particularly through brand alignment and glance
views, maintains consistency with brand-specific
attribute patterns while prioritizing high-quality en-
tries. Fourth, the flexible example selection mecha-
nism adapts to the availability of relevant informa-
tion, ensuring optimal use of available data. Fur-
thermore, the use of language-specific indices al-
lows PatternRAG to adapt seamlessly to different
linguistic and cultural contexts across various e-
commerce stores.

3 Experimental setup

3.1 Dataset

Index corpus: For our experiments, we sampled
from our production catalog about 30 million
entries for US store, and about 20 million respec-
tively for German (DE) and French (FR) stores,
serving as the total search space for each store for
similar product retrieval.

Test dataset: For evaluation, we constructed test
sets of 3,000 catalog entries from each store by
sampling across different product types, ensuring
comprehensive coverage of the catalog’s diversity.
The test dataset consists of catalog entries with
approximately half missing structured attributes
having missing values that require prediction,
making it suitable for evaluating our attribute
completion task.

SA relevance tag: structured attributes vary in
their significance within each product type. To re-
flect this hierarchy, we annotate each SA in the
test datasets with a relevance tag which is either
VRel (“very relevant”) for high-priority attributes or
Rel (“relevant”) for standard attributes?. This clas-

’The same attribute in catalog entries of different prod-
uct types can be classified with different tags, because its
significance vary in different product type categories.
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sification, determined by business requirements,
enables granular performance analysis across rele-
vance groups and informs entry-level metric calcu-
lations (detailed in the metrics section).

32 LLM

We use Mixtral-8x7B-Instruct’, a publicly
available LLM, for both structured attribute (SA)
prediction and evaluation tasks. For prediction,
we employ attribute-specific prompts, where each
SA is processed independently to maximize predic-
tion accuracy. For evaluation, we utilize the same
model with an optimized evaluation prompt that
assesses the quality of predicted SA values and
returns standardized evaluation labels.

3.3 Evaluation metrics

Evaluation metrics: With the labels from evalua-
tor, we calculate the following evaluation metrics:
(1) Attribute-level precision, recall and F1 are
calculated for all SA predictions.

¢ Precision (P): Measures the number of cor-
rectly generated attributes divided by the num-
ber of generated attributes.

* Recall (R): Measures the number of generated
attributes divided by the number of required
attributes

* F1: The F1 score is calculated as 2PR/(P +
R).

(2) Catalog entry-level Completeness and
Correctness: we define the catalog entry-level
Completeness and Correctness to assess the
precision and recall of overall relevant SA quality
respectively at catalog entry-level. The correctness
(or completeness) of a given catalog entry is
considered as high-quality when the precision
(or recall) of all the “very relevant” SAs (SAs
annotated with VRel) of a catalog entry meets the
product type (PT)-specific thresholds determined
by the business needs.

3.4 Retrieval system and few-shot examples

We implement the term-based and OKAPI BM25
Probabilistic retrieval framework for similar prod-
uct discovery using Lucene 8.11%. The system

3https://hugging1°ace.co/mistralai/
Mixtral-8x7B-Instruct-v@.1 (Apache 2.0 licensed)

*https://lucene.apache.org/core/ (Apache 2.0 li-
censed)

uses product title textual similarity between query
catalog entry and entries in the index to rank the
retrieved entries within the same product type (PT).
For each query catalog entry, we first retrieve the
top-100 similar entries from the respective entry in-
dex (1) based on title textual similarity (2) from the
same PT search space, (3) we rerank the top-100
entries and prioritize the entries of the same brand
as the query entry while maintaining the overall
ranking (4) For each SA prediction, the system
processes the reranked top-100 entries to select
few-shot examples from the top rank.

Up to three entries with filled values for the
target attribute are selected, where each example
consists of the product title and its corresponding
attribute-value pair. These examples are then inte-
grated into the attribute-specific prompt. For this
experiment, we ensure none of the chosen exam-
ples is same as the given entry.

3.5 Experimental configurations

We evaluate two distinct configurations for our
experiments:

Base Prompt: Utilizes our iteratively improved
prompt to predict missing values for given struc-
tured attributes. This prompt contains the entire
product information of the given product catalog
entry including both UA (e.g. title, description) and
all the SAs, as well as general external knowledge
such as the attribute and product definition, etc.

Base Prompt + PatternRAG: Builds upon
the previous configuration by adding few-shot
examples and explicit instructions on using the
few-shot examples. We added the following
instruction in our prompt to inform the LLM of
usage of the few-shot examples:

The examples below are the titles of
similar products along with the values of
the attribute you are going to predict.
You can use these examples as reference
to help with your prediction.

4 Results and analysis

PatternRAG demonstrates consistent improve-
ments over the base prompt alone across different
metrics and stores as shown in Table 1. At the
structured attribute level, we observe significant
recall improvements across all stores (up to
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Store Structured attr. Catalog entry
Precision Recall Correctness Completeness

FR +0.88%  +34.41% | +0.98% +43.32%

DE |+40.74% +4.00% |+2.83% +2.36%

UsS -0.16%  +5.08% | +0.37% +2.94%

Table 1: Base prompt with PatternRAG improvements
(%) over base prompt alone: Attribute-level (precision,
recall) and catalog entry-level (completeness, correct-
ness) metrics

+34.41% for FR), while maintaining or slightly
improving precision (up to +0.88% for FR, with a
minor decrease of -0.16% for US). The FR shows
particularly strong improvements, especially in
recall metrics, indicating that LLM can benefit
significantly from PatternRAG for non-English
predictions. Meanwhile, DE and US demonstrate
consistent gains.

Catalog entry-level metrics of completeness and
correctness also shown consistent improvements
on our test datasets. The FR store shows the most
substantial gains in completeness with a +43.32%
improvement, indicating that PatternRAG can en-
hance the overall attribute coverage of catalog en-
tries. This is accompanied by a modest but positive
increase in correctness (+0.98%), suggesting that
the improved coverage does not come at the ex-
pense of precision. The DE store demonstrates
balanced improvements in both metrics, with a
+2.83% increase in correctness and a +2.36% gain
in completeness. For the US store, while the im-
provements are more modest, we still observe posi-
tive gains with +0.37% in correctness and +2.94%
in completeness. These results indicate that even
in English-language catalogs, where the base LLM
performance is typically stronger, PatternRAG can
still provide improvements in overall catalog qual-

ity.

Group APrecision% ARecall% AF1% SA %
Us VRel -0.14% +3.58% +1.83%  59.80%
Rel -0.11% +9.62% +5.76%  40.20%
DE VRel +0.57% +2.39% +1.56%  60.36%
Rel +1.16% +5.54% +4.05%  39.64%
FR VRel +0.91% +28.27% +15.86% 61.18%
Rel +0.79% +49.35% +32.67% 38.82%

Table 2: Precision, Recall, and F1 score improvements
when using PatternRAG compared to base prompt
across marketplaces, grouped by attribute relevance
(VRel: Very Relevant, Rel: Relevant)

The effectiveness of PatternRAG varies across

attribute relevance groups, as detailed in Table 2.
Very Relevant (VRel) attributes constitute the ma-
jority (~60%) of structured attributes across stores,
while Relevant (Rel) attributes make up the remain-
ing ~40%. As Table 2 shows, column SA% rep-
resents the percentage of structured attributes for
each relevance group within the test dataset for
each store. Both groups show substantial improve-
ments, with Rel attributes demonstrating stronger
gains overall. For VRel attributes, FR shows the
highest recall improvement (+28.27%), also with
substantial gains in DE and US, accompanied by
slight precision improvements in European stores
and a minimal decrease in US. Rel attributes show
even more substantial improvements, with recall
gains up to +49.35% (FR) and consistent precision
improvements across most stores. The stronger
performance in Rel attributes might indicate that
these attributes benefit more from the contextual
information provided by similar product examples,
possibly because they are more standardized or
follow more consistent patterns within product cat-
egories.

PatternRAG’s few-shot example coverage at the
Product Type Attribute level varies across test
datasets: 33% (DE), 43% (US) and 37% (FR) of
the empty structured attributes (SAs) in the test
dataset have up to three relevant few-shot examples
available for prompt regeneration. Notably, these
SAs with few-shot examples represent products
from more than 92% of the catalog entries in the
test dataset across the stores.

5 Related work

Attribute value prediction in e-commerce has tradi-
tionally been approached as an information extrac-
tion problem. Early extraction-based methods rely
on rule-based systems that use handcrafted patterns
and domain-specific heuristics to find attribute val-
ues in product text (Chiticariu et al., 2010). When
an attribute value is missing, these methods attempt
to locate it in other parts of product information
such as titles and descriptions. However, this ap-
proach struggles with scalability and adaptability
across constantly growing multilingual product cat-
egories in modern e-commerce. As neural extrac-
tion methods emerge, they offer more flexibility
and better handling of natural language variations:
Previous study (Yan et al., 2021a) treats the chal-
lenge as a Named Entity Recognition (NER) task,
enabling more flexible identification of attribute
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values within product descriptions. Parallel devel-
opments see the emergence of sequence tagging
models (Yan et al., 2021b), which improves the
ability to capture contextual relationships in prod-
uct descriptions and specifications. However, these
methods remain fundamentally limited by their ex-
traction nature - they can typically only identify
values explicitly mentioned in the product text.

A significant paradigm shift occurs with the in-
troduction of Google’s MAVEQA system (Yang et al.,
2022), which reformulates the extraction task as a
question-answering problem, where each attribute
becomes a question to be answered from the prod-
uct’s textual information. This novel approach al-
lows for more natural interaction with product data
and improves the handling of complex attribute re-
lationships. The recent SAGE model (Nikolakopou-
los et al., 2023) introduces a generative approach to
the task, enabling the inference of implicit values
and demonstrating capability in zero-shot predic-
tions for previously unseen product-attribute com-
binations. With the advent of Large Language
Models (LLMs), the scope of attribute prediction
expands beyond pure extraction. LLMs can be
prompted with more product information and at-
tribute definitions to generate predictions, poten-
tially inferring values even when not explicitly
stated. However, not all missing attributes can be
predicted or inferred solely from product informa-
tion and static metadata, even with the model’s
latent knowledge. This has led to the exploration
of Retrieval-Augmented Generation (RAG) to in-
corporate external knowledge sources due to the
inherent limitations of LLMs in accessing special-
ized knowledge (Gao et al., 2024; Jiang et al., 2024;
Su et al., 2024; Ram et al., 2023). While RAG has
shown success in general question-answering tasks
(Guinet et al., 2024; Hsia et al., 2024; Siriward-
hana et al., 2023) and various studies (Guu et al.,
2020; Agrawal et al., 2022; Jiang et al., 2023; Luo
et al., 2023; Shi et al., 2023), external knowledge
sources are suboptimal for attribute prediction in e-
commerce for two key reasons: (1) external sources
cannot effectively capture the specific catalog con-
ventions and norms that exist within product types,
stores, and seller practices, and (2) they struggle
to keep pace with the constant emergence of new
products and attributes in worldwide e-commerce.

PatternRAG takes a novel approach by leverag-
ing the catalog ecosystem itself as the source of
relevant information. Instead of relying on exter-
nal knowledge bases, we retrieve similar products

from within the catalog and transform this infor-
mation into few-shot examples to guide LLM pre-
dictions. This approach naturally captures prod-
uct type-specific patterns, store-specific conven-
tions, and brand relationships. To our knowl-
edge, this is the first work to propose a retrieval-
augmented approach that utilizes internal catalog
patterns for multilingual attribute value prediction
in e-commerce.

6 Conclusion

In this paper, we introduce PatternRAG, a novel
pattern-aware retrieval-augmented generation sys-
tem for predicting missing structured attributes in
e-commerce catalogs. Our approach addresses the
challenge of accurately predicting missing attribute
values, a problem affecting nearly half of the rel-
evant attributes across product types. By strategi-
cally leveraging similar products within the cata-
log ecosystem, PatternRAG provides LLMs with
contextually relevant examples for attribute predic-
tion. Evaluation on experimentation catalog sam-
ples across three major language stores (US, DE,
FR) demonstrated significant improvements in cat-
alog data quality. PatternRAG achieved substantial
gains in attribute-level metrics, with recall improve-
ments of up to 34.41% and precision improvements
of up to 0.88%. At the catalog entry level, we ob-
serve increases up to 43.32% in completeness and
up to 2.83% in correctness.

For future research directions, we propose inte-
grating successfully enhanced, high-quality catalog
entries back into the search indices. This direction
could create a self-improving ecosystem where the
system continuously learns from its own successes,
potentially leading to compounding improvements
over time. Additionally, investigating adaptive ex-
ample selection techniques that dynamically adjust
based on product category complexity could fur-
ther optimize both performance and computational
efficiency.

7 Limitations

PatternRAG has two major limitations in its cur-
rent form. First, the approach is primarily suited for
mature e-commerce stores with established prod-
uct catalogs, as its effectiveness depends on the
existence of similar, attribute-filled product entries
within the same store (language). This presents a
challenge for new or emerging stores where the cat-
alog ecosystem is still developing, as the absence
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of sufficient similar products with filled attributes
would severely limit the system’s ability to gener-
ate relevant few-shot examples. In the future work,
we will explore creating or increasing the entries
for the new and emerging stores through localizing
catalog entries from the established stores. Sec-
ond, even in mature stores, the system’s coverage
is constrained by example availability - our analysis
shows that only up to 43% of the empty structured
attributes in the test datasets had valid few-shot
examples available for prediction guidance. While
these cases showed significant improvements in
prediction quality, the system must still rely on ba-
sic prompting for the remaining 57% of missing
attributes where similar product examples cannot
be found. For the future direction, we will explore
the catalog schema and examine the relevance of
the attributes for each product type, so potentially
we could also identify a group of less relevant prod-
ucts. Therefore, we could further improve our ap-
proach on the those “very relevant” and “relevant”
attributes and make bigger business impact.
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