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Abstract

Large Vision-Language Models (LVLMs) with
only 7B parameters have shown promise as
automated judges in chart comprehension
tasks. However, tiny models (<2B parame-
ters) still perform poorly as judges, limiting
their real-world use in resource-constrained
settings. To address this, we propose two ap-
proaches to ensure cost-efficient evaluation: (i)
multi-criteria prompting, which combines sepa-
rate evaluation criteria into a single instruction,
and (ii) domain-adaptive transfer learning, in
which we address the low-resource problem
by fine-tuning a 2B-parameter LVLM on syn-
thetic judgments in a chart dataset to create
the ChartJudge-2B model. Experiments show
that multi-criteria prompting exposes robust-
ness gaps, which led to a huge drop in perfor-
mance for 7B models, including specialized
LVLM judges like LLaVA-Critic. In addition,
we find that by fine-tuning a tiny LVLM (i.e.,
ChartJudge-2B), we can effectively transfer
knowledge from one dataset to another to make
it a more specialized model. Our fine-grained
analysis across chart types and query complex-
ities offers actionable insights into trade-offs
between model size, prompt design, and trans-
ferability—enabling scalable, low-cost evalu-
ation for chart reasoning tasks. Our code and
the data will be made publicly available.

1 Introduction

Charts are widely used to communicate data, but
understanding them requires multimodal reasoning
that integrates visual and textual cues (Hoque and
Islam, 2024). While LVLMs show strong perfor-
mance on such tasks across automatic metrics, real-
world deployment often requires qualitative eval-
uation, which typically relies on costly and time-
consuming human judgment (Islam et al., 2024).
Recently, Laskar et al. (2025a) proposed the uti-
lization of LVLMs as the judge to evaluate other
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Figure 1: GPT-4o0 as the judge evaluating Claude-3-
Haiku model answer in the OpenCQA dataset across
multiple criteria (informativeness, factual correctness).

LVLMs in downstream chart tasks (see Figure 1 for
an example of an LVLM judge for charts), with cer-
tain 7B LVLMs achieving judgment performance
closer to powerful LVLMs like GPT-40 (OpenAl
et al., 2023) or LLaVA-Ceritic-70B (Xiong et al.,
2024). This creates opportunities to use open-
source LVLM judges in real-world scenarios where
industries do not share sensitive proprietary charts
with closed-source LLM providers. However, tiny
LVLMs (<2B parameters) still underperform, lim-
iting their applicability in resource-constrained set-
tings, since available tools for optimizing LVLMs
for inference are much less available than text-only
LLMs (Shinde et al., 2025).

To address these challenges, we explore two
strategies for cost-efficient LVLM-based evalua-
tion considering real-world industrial settings: (i)
multi-criteria prompting, which fuses multiple eval-
uation dimensions into a single query to reduce
inference latency & cost, and (ii) domain-adaptive
transfer learning, where a 2B-parameter LVLM is
fine-tuned on synthetic judgments from a stronger
model. The result is ChartJudge-2B, a lightweight
evaluator tailored for chart tasks (Figure 2). Our
experiments show that multi-criteria prompting ex-
poses significant performance drops in existing
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Figure 2: Our Fine-Tuning Approach. (a) At first, responses generated by various LVLMs (e.g., GPT-4, Phi-3) for
chart captioning (e.g., Chart-to-Text dataset) are judged on diverse criteria by a different LVLM (e.g., Gemini-1.5-
Pro). A small LVLM (e.g., Qwen2-VL-2B-Instruct) is then fine-tuned on these judgments to create ChartJudge-2B.
(b) For evaluation, responses from LVLMs (e.g., Claude, Gemini) on chart benchmarks are judged by ChartJudge-
2B and compared with a larger LVLM (e.g., GPT-40) or human ratings.

LVLMs—not only in 7B models like the special-
ized LLaVA-Critic-7B, but also in its larger variant,
LLaVA-Critic-70B (Xiong et al., 2024). In contrast,
ChartJudge-2B, with only 2B parameters, gener-
alizes effectively across chart datasets, offering a
cost-effective alternative for evaluation. Our work
makes three key contributions:

* We demonstrate that ChartJudge-2B can ef-
fectively transfer knowledge across chart
datasets, even when distilled from a different
LVLM judge than the one used for evaluation,
making it a robust, cost-efficient evaluator in
low-resource settings.

* We show that multi-criteria prompting reveals
significant robustness issues and performance
drops in open-source LVLMs, including spe-
cialized judges like LLaVA-Critic. However,
a tiny LVLM can achieve strong performance
in multi-criteria prompting when fine-tuned
even on limited amount of data.

* We provide practical insights on model selec-
tion, prompt design, model errors, and transfer
strategies, helping guide scalable deployment
of LVLM judges for real-world chart reason-
ing tasks.

As a secondary contribution, our code and the
data will be made publicly available here: https:
//github.com/tahmedge/chart_lvlm_judge.

2 Related Work

The complexity of chart understanding tasks like
question answering (Hoque et al., 2022; Masry
et al., 2022, 2025a; Kantharaj et al., 2022) and
captioning (Shankar et al., 2022; Tang et al., 2023)

has led to the creation of various specialized chart-
specific models (Han et al., 2023; Masry et al.,
2025b). However, evaluating these specialized
models is a significant hurdle due to the depen-
dence on humans. To overcome this, recent re-
search explores using LVLMs as judges for the
chart domain (Laskar et al., 2025a).

Although early LVLM judges like Prometheus-
VL (Lee et al., 2024) found text-rich visuals like
charts challenging for evaluation, Laskar et al.
(2025a) demonstrate that many recently proposed
open-source LVLMs with only 7B parameters can
achieve performance comparable to GPT-40. This
makes it possible to even use smaller open-source
LVLMs in real-world scenarios where industries
restrict the use of closed-source API models for
evaluation on proprietary charts. However, tiny
LVLMs (under 2B) still lag behind, limiting their
viability in resource-constrained environments.

To address this gap, in this paper, we investigate
various strategies to minimize the inference cost of
using open-source LVLMs in real-world scenarios.
Due to the effectiveness of techniques like prompt
engineering (Islam et al., 2024) and fine-tuning
of smaller models (Masry et al., 2025b) that help
achieve performance gain while reducing inference
cost, we seek to find the best strategy to utilize
these techniques in the context of the LVLM judge.

3 Methodology

3.1 Proposed Approach

To achieve cost-effective inference in real-world
industrial settings, we proposed two approaches.

(i) Fine-Tuning Approach: The lack of human-
annotated judgment dataset in the chart domain pro-
hibits the training of any LVLMs-as-the-judge for
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chart-related tasks. Since early research shows that
annotations generated by powerful closed-source
LVLMs correlate well with humans (Lee et al.,
2024; Chen et al., 2024), we propose a domain-
adaptive fine-tuning approach (Laskar et al., 2020,
2022, 2025b) that leverages knowledge distilla-
tion by first generating judgments in a given chart
dataset on different LVL.M-generated responses us-
ing a larger LVLM. Then, the smaller LVLM is
fine-tuned on this judgment data for better adapta-
tion in the chart domain (see Figure 2).

(ii) Prompting-Based Approach: Since LVLM
fine-tuning requires good computing resources, it
is often difficult to fine-tune LVLMs in resource-
constrained scenarios (Shinde et al., 2025). In such
cases, prompt engineering can help improve the per-
formance of LVLM without any additional training.
However, evaluating with separate prompts for dif-
ferent evaluation criteria increases both inference
latency and cost (Laskar et al., 2023, 2024b). In the
prompting-based approach, our main objective is
to reduce evaluation cost by minimizing the overall
inference tokens and GPU time. To this end, we
propose the multi-criteria prompting approach that
combines multiple evaluation criteria within a sin-
gle prompt (see Appendix A.7 for a sample prompt)
for the LVLM judges to generate judgments for all
criteria in their response (see Appendix A.8 for a
sample response).

3.2 Evaluation Protocol

Given a chart and model-generated response(s), we
follow the work of Laskar et al. (2025a) to construct
prompts, evaluation rubric, and evaluation metrics.

Evaluation Rubric and Metrics: We construct
prompts for both pairwise and pointwise evalua-
tion. The constructed prompts contain samples
with reference as well as without reference, for
diverse evaluation criteria: factual correctness, in-
formativeness, relevance, and multidimensional
criteria (e.g., overall response quality). In line with
the prior work, we also use the following evalua-
tion metrics: Judgment Accuracy, Error Distance,
Bias Evaluation, Instruction Following Evalua-
tion Capability, and Format Adherence. We refer
readers to the Appendix A.2 for the definitions of
these metrics.

Evaluation Datasets: For evaluation, we use the
following three datasets: (i) OpenCQA (Shankar
et al., 2022) for open-ended chart QA.

Type # Single-Criterion  # Multi-Criteria
Source-wise

Statista 6,898 -
Pew 2,827 2,827
Pointwise Labels

1 801 510
2 1,000 548
3 1,000 414
4 1,000 179
5 1,000 113
Pairwise Labels

Tie 2,000 268
Model A 1,500 568
Model B 1,424 226

Table 1: Fine-tuning dataset statistics for single-
criterion and multi-criteria settings. Here, ‘#” denotes
total number of samples.

(i1) VisText (Tang et al., 2023) for chart caption-
ing consisting of L1 (describing chart’s structural
elements) and L2/L.3 captions (providing key in-
sights in the data).

(ii1) Chart-Instruct-Eval (Laskar et al., 2025a)
that assesses LVLM judges on evaluating the in-
struction following capabilities of other LVLMs in
chart-related tasks.

The judgment annotations in these datasets
are collected from (Laskar et al., 2025a), with
OpenCQA and VisText containing 100K judgment
data, and Chart-Instruct-Eval containing 400 sam-
ples. More specifically, for OpenCQA and VisText,
we collect the outputs generated by Islam et al.
(2024) using Gemini-1.0-Pro (Team et al., 2023)
and Claude-3-Haiku (Anthropic, 2024), and use
the judgment scores annotated by (Laskar et al.,
2025a) using GPT-4o (OpenAl et al., 2023) and
LLaVA-Critic-70B (Xiong et al., 2024) models for
diverse evaluation rubrics across 100K judgment
data. For Chart-Instruct-Eval, we use the existing
annotation in the dataset. For the multi-criteria
evaluation, we use the OpenCQA dataset.

3.3 ChartJudge-2B

We fine-tune the tiny LVLM
Qwen2-VL-2B-Instruct! (Wang et al., 2024) to
build the ChartJudge-2B model. We describe our
fine-tuning data construction procedure below.
We constructed a training dataset comprising
both pointwise and pairwise evaluations of chart
image summaries sourced from the Chart-to-Text
benchmark (Shankar et al., 2022). However, the
Chart-to-Text dataset is a chart captioning bench-

'The Qwen2-VL-2B-Instruct model was selected due to its
strong performance as a 2B parameter model across diverse
tasks (Wang et al., 2024).
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OpenCQA VisText L1 VisText L2/L3
Pair (1) Point (L)‘Pair (1) Point (L)‘Pair (1) Point ()

Model

ChartJudge-2B 61.7 1.3 64.6 1.6 523 1.3
Qwen2-VL-2B-Instruct 54.0 1.0 212 2.1 3.0 0.9
Phi-3.5-Vision-3.8B-Instruct 50.7 0.8 69.5 1.5 49.5 1.0
XGen-MM-Phi3-3.8B-Instruct| 71.6 0.9 754 1.4 70.7 0.7
Qwen2-VL-7B-Instruct 66.9 0.7 57.6 0.6 70.0 0.7
InternLM-Xcomposer2d5-7B 64.5 0.9 72.0 0.9 75.6 0.7
LLaVA-Next-v1.6-Mistral-7B | 75.9 0.8 75.1 14 75.1 0.9
LLaVA-Critic-7B 79.5 0.5 79.1 0.5 77.1 0.6

Table 2: Average results (judgment accuracy for pairwise,
error distance for pointwise) of different models ( below 4B ,
above 4B ) from Laskar et al. (2025a) compared to our
ChartJudge-2B model.*1” = higher better; ‘|’ = lower better.

mark, whereas our evaluation datasets contain both
question answering (QA) and chart captioning.
Since Chart-to-Text contains data from Statista and
Pew, we generate synthetic questions on its Pew
split to use it as an open-ended QA task, while
using the Statista split for chart captioning with-
out any modification. For question generation, we
prompt the Gemini-1.5-Pro (Georgiev et al., 2024)
model to generate a question by providing the chart
and its corresponding gold reference as input (see
Appendix A.5 for the prompt).

To mitigate potential teacher model bias, we
intentionally decoupled the models used at each
stage of our pipeline. For the fine-tuning data, re-
sponses were generated by GPT-4V (OpenAl et al.,
2023) and Phi-3(Abdin et al., 2024). The judg-
ments on these responses, which serve as train-
ing labels, were then created by a different model,
Gemini-1.5-Pro (Georgiev et al., 2024). For the
final evaluation of our ChartJudge-2B model, we
again used a distinct set of models: responses were
generated by Claude-3-Haiku (Anthropic, 2024)
and Gemini-1.0-Pro, and the reference judgments
were provided by GPT-40 and LLaVA-Critic-70B.
This is done to ensure robustness across different
LVLM-generated responses and judgments by us-
ing different models for training and evaluation.

In the pointwise setting, each summary was as-
signed a rating ranging from 1 to 5, accompanied
by a textual justification for the rating. In the pair-
wise setting, the model was prompted to compare
two responses (Model A and Model B) and select
the better one, or indicate a tie if no clear prefer-
ence could be determined, along with an explana-
tory rationale for the decision. We present our
fine-tuning dataset statistics in Table 1 (more infor-
mation on the dataset is also provided in Appendix
A.3). Below, we describe the dataset based on the
single-criterion and the multi-criteria settings.

Model |Instruction (1)| Format (1) | Bias (]
ChartJudge-2B 36.5 95.9 79.5
Qwen2-VL-2B-Instruct 13.5 78.9 63.5
Phi-3.5-Vision-3.8B-Instruct 49.0 83.3 64.7
XGen-MM-Phi3-3.8B-Instruct 72.5 97.6 71.8
Qwen2-VL-7B-Instruct 87.0 98.6 28.7
InternLM-Xcomposer2d5-7B 24.5 35.9 30.2
LLaVA-Next-v1.6-Mistral-7B 27.0 98.9 74.4
LLaVA-Critic-7B 455 99.7 58.0

Table 3: Performance of our fine-tuned ChartJudge-2B
and other baselines for Instruction Following evalua-
tion capability on Chart-Instruct-Eval, Format Adher-
ence (average across all datasets), and Bias (average
of Length and Position Bias across all datasets). ‘1" =
higher is better; ‘|’ = lower is better.

Single-Criterion: For the single-criterion sce-
nario, our fine-tuning dataset consists of 9,725 sam-
ples. While the instances in the dataset are ran-
domly sampled, we avoid any bias towards a par-
ticular type of evaluation type/criteria by defining
a data distribution schema such that the dataset
does not contain too many samples of a particular
evaluation type/criteria.

Multi-Criteria: We construct a dataset of 2,827
samples by utilizing informativeness and factual
correctness as the evaluation criteria in the multi-
criteria prompt. This dataset also comprises both
pointwise and pairwise evaluations of chart im-
ages and sourced from the Pew split of our single-
criterion evaluation dataset. Moreover, similar to
the single-criterion scenario, the annotations were
generated using the Gemini-1.5-Pro model.

4 Experiments

4.1 Experimental Settings

For inference, we set the temperature to 1.0 to en-
sure diversity in LLM responses. All other decod-
ing parameters were set to their default values, as
provided by the respective API providers, OpenAl,
Google Vertex Al, and Anthropic for closed-source
models, and HuggingFace (Wolf et al., 2020) for
open-source models. Given that the task did not
require generating lengthy outputs, we limited the
maximum output length to 300 tokens. For fine-
tuning, we trained the Qwen2-VL-2B-Instruct for
three epochs using a batch size of 2, with the learn-
ing being tuned between le~* to 2e~°. All experi-
ments were run using two NVIDIA H100 GPUs.

4.2 Results and Discussion

We design a parsing script (Laskar et al., 2024a)
to extract the target outputs from the LVLM-judge-
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Single-Criterion

Multi-Criteria

Model Pairwise (1) Pointwise (/)  Format Following (1) Pairwise (1) Pointwise (/) Format Following (1)
FC 1 Avg|FC I Avg | Overall Avg, | FC I Avg. |[FC 1 Avg| Overall Avg,
ChartJudge-2B (Multi-Criteria) | 57.70 74.99 66.35|2.15 2.00 2.08 95.83 30.87 62.85 46.86 1.13 2.08 1.61 86.60
Qwen2-VL-2B-Instruct 29.14 69.93 49.54(1.19 095 1.07 81.10 5.15 39.17 22.16 3.61 1.89 2.75 44.29
Phi-3.5-vision-3.8B-instruct 29.66 64.34 47.00|0.80 0.83 0.82 79.99 21.65 71.83 46.74 1.03 0.99 1.01 92.28
XGen-MM-Phi3-3.8B-Instruct | 57.13 76.63 66.88 | 1.09 0.99 1.04 96.33 19.80 68.33 44.07 146 1.07 1.27 85.54
Qwen2-VL-7B-Instruct 60.11 73.37 66.74]0.89 0.88 0.89 97.78 10.36 70.88 40.62 1.18 1.17 1.18 74.98
InternLM-Xcomposer2d5-7B | 60.38 68.80 64.59 |0.74 0.73 0.74 94.01 778 2748 17.63 3.41 3.54 348 34.88
LLaVA-Next-vl.6-Mistral-7B | 62.85 81.41 72.13|0.98 0.85 0.92 98.57 0.51 1.34 093 4.86 4.88 4.87 2.29
LLaVA-Critic-7B 69.65 83.90 76.78 | 0.70 0.58 0.64 99.57 0.00 0.00 0.00 5.00 5.00 5.00 0.00

Table 4: Results in OpenCQA for Single and Multi-Criteria (judgment accuracy for pairwise, error distance for
pointwise). Here, ‘FC’ denotes ‘Factual Correctness’ and ‘I’ denotes ‘Informativeness’. *1” = higher is better; ‘]” =

lower is better.

generated judgments. Below, we demonstrate our
findings.

4.2.1 Fine-Tuning Results

As shown in Table 2, our fine-tuned model,
ChartJudge-2B, significantly improves the per-
formance of Qwen2-VL-2B-Instruct in pairwise
evaluation across all datasets. It also outperforms
larger models in several settings, including Qwen-
7B on Vistext L1, and Phi-3.8B on OpenCQA and
Vistext L2/L.3.

However, it does not necessarily improve the
performance in pointwise scenarios (except in Vis-
text L1). One possible reason for this discrep-
ancy could be because of using different LVLM
judgment scores as the reference during training
(Gemini-1.5-Pro) and evaluation (GPT-4o0/LLaVA-
Critic-70B), leading to the alignment variation on
the judgment scores. Despite these variations in
absolute scores, we found a positive Spearman’s
rank correlation (Schober et al., 2018) between
ChartJudge-2B and larger models in how they score
examples in pointwise evaluation. This indicates a
similar alignment in scoring behavior and relative
ranking, even if the exact scores differ.

Moreover, we find in Table 3 that the instruction
following evaluation capability and format follow-
ing capability are also increased by a large margin
for the fine-tuned Qwen2-VL-2B-Instruct model,
although the overall bias also increased. This could
be a limitation of fine-tuned LVLM judges, since
the LLaVA-Critic-7B model, which achieves the
best result in Table 2, also demonstrates high bias.

4.2.2 Performance Comparison:
Multi-Criteria vs Single-Criterion

We construct multi-criteria prompts in the Pew split
of Chart-to-Text and fine-tune the Qwen2-VL-2B-
Instruct model only on this data. From the results

Average Pairwise Score (1)
80 75.85

61.70 59.30 62.99

0.00
(ii) No Pointwise (iii) No Pairwise

Chartjudge (i) No Query

A intwise Score (1)

(iv) Merged

5.00

1.30 1.20 1.65

Chartjudge (i) No Query (i) No Pointwise (iii) No Pairwise (iv) Merged

Figure 3: Ablation results for the ChartJudge-2B model
in OpenCQA via training (i) without query, (ii) only
pointwise samples, (iii) only pairwise samples, and (iv)
merged version of only pairwise and pointwise models.

presented in Table 4, we find that most existing
LVLMs perform quite poorly in multi-criteria set-
tings. However, our fine-tuned model outperforms
most other baselines in this setting, especially in
pairwise evaluation. This demonstrates that by fine-
tuning on limited multi-criteria judgment data, we
can achieve better adaptation using a tiny LVLM,
offering further optimization of the inference cost.
Surprisingly, the best-performing LLaVA-Critic-
7B model achieves the worst result in the multi-
query setting. Our analysis shows that LLaVA-
based models, LLaVA-Next, and LLaVA-Critic
(both 7B & 70B), fail to follow the multi-criteria
instruction (see Table 8), leading to poor results.
This may happen due to the training data of LLaVA-
based models missing multi-criteria judgments.

4.2.3 Ablation Test Results

We conduct ablation tests using ChartJudge-2B to
study the following:

(a) What is the effect of removing synthetic
queries in our fine-tuning dataset?

(b) If we train the model using only pointwise
or pairwise data, can model ensure robustness
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when evaluated on the data in which they were
not trained?

(c) Is it useful to train multiple models, one for
pointwise and another for pairwise, and then apply
Model Merging (Yang et al., 2024) on each model?

For model merging, the judge LVLM is created
using two individual Qwen2-VL-2B-Instruct (Bai
et al., 2023) models, one fine-tuned for pair-based
judgement and the other fine-tuned for point-based
judgement. The implementation was done using
the mergekit (Goddard et al., 2024) library, and the
linear model merging method was used (Wortsman
et al., 2022), considering its simplicity. An addi-
tional visual.merger.mlp layer with all weights
initialized to 0 was inserted into both base models
to ensure compatibility with the mergekit imple-
mentation. The weight parameter, representing
the contribution of each model to the averaging
process, was set to 1.0 for both models.

From our ablation test results presented in Fig-
ure 3), we observe the following:

(a) Removing query relevance drops model per-
formance in the pairwise setting.

(b) The model loses its judgment capability in
different settings when trained only on one type of
data (e.g., model trained only on pairwise cannot
do judgments in pointwise and vice versa).

(c) Model merging helps the models trained on
individual settings (only pairwise or pointwise) to
boost their performance (for instance, the best re-
sult in pairwise is achieved using a merged model).

4.2.4 Performance on Human-Annotated
Complex Charts and Queries

Following the work of Mukhopadhyay et al.
(2024), we annotate complex queries and charts
in OpenCQA (see Appendix A.4 for annotation de-
tails) by two human experts in data science and
computer vision to investigate the performance
of our fine-tuned model in complex scenarios.
Both annotators label 896 samples as having com-
plex charts and queries, where the ChartJudge-2B
model achieves 63.3% judgment accuracy, with its
zero-shot counterpart, the Qwen2-VL-2B-Instruct
model achieving 54.5% accuracy.

4.2.5 Robustness and Generalization

Robustness on Weak Base Models: To test the
robustness of our domain adaptation approach, we
applied it to a base model known to be a very weak
LVLM judge. We selected PaliGemma-3B, which
achieves 0% accuracy as a zero-shot chart judge in

Model \ Judgment Accuracy
ChartJudge-2B 49.53
Qwen2-VL-2B-Instruct 80.26
Qwen2-VL-7B-Instruct 90.64

Table 5: Results based on pair-wise comparison across
3K samples in the ChEBI-20-MM dataset for out-of-
domain generalization evaluation for different models.

the work of (Laskar et al., 2025a). After fine-tuning
the model with our proposed method, its pairwise
accuracy on the Vistext dataset dramatically im-
proved from 0% to 55.9%. Moreover, the format
adherence accuracy is also increased to 77.0% from
0%. This experiment demonstrates that our fine-
tuning technique can overcome significant inherent
weaknesses in diverse base models and that the
performance gains are attributable to our domain
adaptation strategy.

Out-of-Domain Generalization Performance:
In our prior experiments, we observe the effec-
tiveness of domain adaptive transfer learning using
a 2B parameter model by fine-tuning on a dataset
different than our evaluation dataset. Since fine-
tuning may also lead to catastrophic forgetting (Luo
et al., 2023), in this section, we investigate the
performance on a completely different image un-
derstanding tasks. For our evaluation, we use the
ChEBI-20-MM (Liu et al., 2024) dataset for cap-
tion generation from molecular images and evalu-
ate the responses generated by Jahan et al. (2025)
using the Claude-3-Haiku model and the Gemini-
1.5-Flash model. We then evaluate the responses
based on pair-wise comparison to select the bet-
ter model by considering the relevancy, concise-
ness, informativeness, and factual correctness of
the response (see Appendix A.9 for the evaluation
prompt). Similar to our prior experiments, we con-
sider GPT-40 annotated judgments as the reference.
From the results presented in Table 5, we find that
the performance of the ChartJudge-2B model sig-
nificantly deteriorates after fine-tuning, in compari-
son to its backbone Qwen2-VL-2B-Instruct model,
with the 7B parameter Qwen2-VL performing the
best. Therefore, while ChartJudge-2B improves
performance in chart benchmarks, it lacks out-of-
domain generalization.

4.2.6 Inference Cost and Latency Analysis

In this section, we do some cost and latency anal-
yses. While our ChartJudge model could be de-
ployed in a machine with just 8GB VRAM, other
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powerful baselines like Qwen-2-VL-7B-Instruct
or LLaVA-Critic-7B require GPUs having at least
24GB VRAM. Therefore, ChartJudge-2B can sig-
nificantly reduce the deployment cost when used as
the LVLM judge to evaluate other LVLMs in real-
world industrial settings. Moreover, to ensure effi-
ciency in the CI/CD pipeline, it would also be use-
ful to have a judge model having faster inference.
In this case, ChartJudge-2B again demonstrates ef-
fectiveness. Based on our evaluation on a machine
with 1 A30 GPU, we find that the throughput of
ChartJudge-2B is approximately 110 tok/sec (8.1
ms/token latency). On the contrary, the throughputs
for the 7B models (e.g., Qwen-2-VL-7B-Instruct,
LLaVA-Critic-7B) are approximately 63 tok/sec
(15.9 ms/token latency). Moreover, in terms of the
inference cost, 7B models can be deployed in GCP?
on a machine with 1 L4 GPU with 24GB VRAM,
which costs $0.7 to $0.9 per hour; whereas 2B
models can be deployed using T4 GPU that costs
$0.3 to $0.5 per hour. This makes ChartJudge-2B
twice as fast (while being 2x cheaper) than the 7B
parameter LVLM judges. We also provide further
cost and latency benchmarking in Appendix A.6.

4.3 Deployment Considerations

Despite its tiny size, ChartJudge-2B emerges as a
pragmatic industrial judge, especially in pairwise
scenarios. Since its pointwise error distance re-
mains comparatively high, we recommend deploy-
ing it as an efficient pairwise judge that compares
the existing deployed model against the newly de-
veloped model for pairwise comparison. Moreover,
the model’s ability to perform evaluation based on
multi-criteria prompting enables cost-efficient in-
ference, which can significantly reduce the usage
cost. While the model ChartJudge-2B loses its zero-
shot ability when evaluated on an out-of-domain
molecular dataset, the ChEBI-20-MM benchmark,
a brief fine-tune on synthetic judgments follow-
ing our proposed domain adaptive transfer learning
technique can be effective for adaptation across
more tasks rather than being a deployment blocker.

5 Conclusion and Future Work

This paper proposes two cost-efficient strategies
to improve the usability of tiny LVLMs as evalua-
tion judges in chart comprehension tasks: (i) multi-
criteria prompting, and (ii) fine-tuning via knowl-

2https ://cloud.google.com/compute/
gpus-pricing, last accessed: July 4, 2025

edge distillation from larger LVLMs to compact
2B-parameter models for better domain adapta-
tion. Our experiments reveal that while various 7B
LVLM judges suffer significant performance degra-
dation under multi-criteria settings, our proposed
ChartJudge-2B achieves superior performance with
just 2B parameters than many larger LVLMs in
both single and multi-criteria settings. However,
increased bias, with limited improvements in the
pointwise evaluation imply the constraints of train-
ing on synthetic judgments. In the future, we plan
to develop more flexible and modular prompting
strategies that can be programmatically adjusted to
different application requirements, allowing for dy-
namic evaluation across diverse chart-related tasks
(Rahman et al., 2025; Mahbub et al., 2025), as well
as other domains (Laskar et al., 2025b). Further-
more, to address the increased bias observed in the
fine-tuned model, we will conduct experiments to
mitigate length bias. Finally, we will continue to
study how to improve synthetic judgment data to
further improve overall performance.

Limitations

While our proposed fine-tuned model may not al-
ways outperform the larger LVLMs that are used
as the baseline, the main focus of this work is to
demonstrate the effectiveness of knowledge distilla-
tion in the low-resource setting in the chart domain
for LVLM-judges. Meanwhile, our proposed tech-
nique helps the model to outperform other models
of similar size, alongside demonstrating robustness.
Moreover, due to the rapid progress in LLM and
LVLM development, there may have other tiny
models that could be studied instead of Qwen2-VL-
2B-Instruct model. However, we select Qwen2-VL
due to the effectiveness of this model in prior re-
search (Laskar et al., 2025a) (see Appendix A.1 for
our explanation on model selection). Since fine-
tuning LVLMs require huge computing resources,
we also focused to demonstrate the effectiveness of
a 2B parameter model considering real-world sce-
narios. Moreover, for multi-criteria prompting, we
only tested with factual correctness and informa-
tiveness since our focus was just to investigate how
the LVLMs perform in the multi-criteria scenario
in terms of the two commonly used qualitative eval-
uation metrics (Masry et al., 2023). Nonetheless,
future work may investigate the performance in
other cases (e.g., relevance, conciseness) in the
multi-criteria prompting approach.
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A Appendix

A.1 Regarding Model and Dataset Selection

For the model and dataset selection, we follow the
work of (Laskar et al., 2025a). However, we re-
move the models for our experiments that perform
poorly in their work (e.g., larger models with at
least 7B parameters that achieve below 50% judg-
ment performance). Based on this criterion, we
selected the following models as the baseline: (i)
XGen-MM-Phi-3-3.8B (Xue et al., 2024) — a multi-
modal model (3.8B) developed by Salesforce, (ii)
Phi-3.5-3.8B-Vision-Instruct (Abdin et al.,
2024) — a smaller vision model from Microsoft,
(iii) Qwen2-VL-2B - Alibaba’s Qwen (Wang et al.,
2024) multimodal model with just 2B parameters,
(iv) Qwen2-VL-7B — The 7B version of the multi-
modal Qwen model, (v) InternLM-XComposer-7B
(Dong et al., 2024) — a 7B vision model with com-
position abilities, (vi) LLaVA-v1.6-Mistral-7B —
A multimodal LVLM based on the LLaVA (Li et al.,
2024) architecture that also utilizes a 7B Mistral
(Jiang et al., 2023) as the backbone, and the (vii)
LLaVA-Critic-7B —a specialized evaluator model
based on LLaVA and Qwen.

A.2 Evaluation Process

In this section, we describe our evaluation process
in detail. Note that we compute the results for
different LVLMs across various evaluation metrics
by comparing with GPT-40 and LLaVA-Critic-70B
annotated judgments, and use the average score
as reference to compare the performance of the
LVLMs. Below, we illustrate the evaluation rubric
and metrics.

(i) Based on Evaluation Type:

- Pairwise: Judge selects the better of the two
model-generated responses.

- Pointwise: Judge rates a single response on a
1-5 Likert scale.

(ii) Based on Reference Type:

- With Reference: Ground-truth answer is pro-
vided with the chart and the response for judgment.

- Without Reference: Judge relies only on the
chart and response(s).

(iii) Based on Evaluation Criteria:
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Type # Single-Criterion  # Multi-Criteria
Bar 7737 1857

Line 1622 792

Pie 148 98

Table 138 -

Area 51 51

Scatter 29 29

Table 6: Fine-tuning dataset statistics for single-
criterion and multi-criteria settings based on Chart Type.
Here, ‘#’ denotes total number of samples.

- Factual Correctness: Assesses factual accu-
racy of the response.

- Informativeness: Measures the usefulness of
the information in the response.

- Relevance: Evaluates whether the response is
relevant to the chart, and the query (in QA tasks).

- Multidimensional Evaluation: Considers
overall response quality by considering factual cor-
rectness, informativeness, and relevance.

(iv) Based on Evaluation Metrics:

- Judgment Accuracy: Check for exact match
between the model-predicted judgment and the
gold judgment (pairwise).

- Error Distance: Measures the average devia-
tion from the reference rating (pointwise).

- Bias Metric: Checks if judgment changes
with response order or judge mistakenly prefers
the wrong answer due to bias towards lengthy re-
sponses (pairwise).

- Instruction Following Evaluation Accuracy:
Measures the judge’s ability to assess instruction
following capabilities of other LVLMs in chart-
related tasks.

- Format Adherence Accuracy: Evaluates
whether the response generated by the judge fol-
lows the required output format (e.g., JSON).

A.3 Fine-Tuning Dataset Statistics

We demonstrate the statistics of our fine-tuning
dataset based on chart type in Table 6.

# Tokens Avg. Time
Model Size CPU GPU CPU GPU
7B Parameters 0.06 1.5 15.9 0.63
3.8B Parameters  0.13 33 7.8 0.30
2B Parameters 0.40 3.7 2.5 0.25

Table 7: Inference Benchmarking of different-sized
LVLMs. Here, ‘# Tokens’ denotes the average num-
ber of tokens per second, while ‘Avg. Time’ denotes the
average time (in seconds) to generate each token.

A.4 Annotation of Complex Charts & Queries

Human Annotation Guidelines

Chart and Question Categorization: To evaluate
model performance, you are required to annotate chart
images and questions based on complexity:

* Simple Charts: Contain two columns (repre-
senting dependent and independent variables).

¢ Complex Charts: Contain more than two
columns, depicting multiple variables and vi-
sual elements.

» Simple Questions: Focus on single-step data
extraction.

* Complex Questions: Require multi-step rea-
soning, comparisons, and logical inferences.

A.5 Question Generation Prompt

Chart-to-Text Dataset (Pew Split)

Generate a concise question related to the summary
of the given chart.

[Model Generated Summary]

[Chart Image]

A.6 Benchmarking Inference Cost and
Latency

We also benchmarked the inference speed of mod-
els of varying sizes on an AMD machine with a
64-core processor, testing both GPU (1 A100) and
CPU-only modes. As shown in Table 7, smaller
models exhibit significantly faster inference, espe-
cially in resource-constrained, CPU-only environ-
ments. Our 2B model achieves an average time
per token of 2.5 seconds on a CPU, whereas a 7B
model takes 15.9 seconds. This highlights the real-
world value of using a fine-tuned tiny model for
efficient, low-latency evaluation.
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A.7 Multi-Criteria Prompts for LVLM Judge

OpenCQA Pointwise (With Reference)

Suppose, you are a human evaluator. You are required
to rate the Informativeness and Factual Correctness
of the answer generated by a model in comparison to
the gold reference answer for a given question in the
open-ended chart question answering task.

Provide your response in an Array of JSON with the
following keys: (i) Score, (ii) Explanation, (iii) Type.

Here, the ‘Score’ should be between 1 to 5 (inclusive),
with the higher score indicating better. Moreover,
the value for the ‘Explanation’ key will contain the
reasoning behind your scoring, while the value for
the ‘Type’ key will contain either ‘informativeness’
or ‘factual correctness’, depending on the type for
which you assess the answer.

In the following, you are first given the question,
followed by the gold reference answer. Afterward,
you are given the model-generated answer. You are
also provided with the chart image as the context for
the chart question-answering task.

[Question]

[Gold Reference Answer]|

[Model Generated Answer]

[Chart Image]

OpenCQA Pairwise (Without Reference)

Suppose, you are a human evaluator. You are given
the answers generated by two different models for
a given question in the open-ended chart question
answering task. Now, your task is to determine which
model is better in terms of Informativeness and
Factual Correctness.

Provide your response in an Array of JSON with the
following keys: (i) Model, (ii) Explanation, (iii) Type.

Here, the output value for the ‘Model’ key is the
respective model that is better, could be either ‘Model
A’ or ‘Model B’, or ‘Tie’ if both models are equally
good. Moreover, the value for the "Explanation"
key will contain the reason behind your preference,
while the value for the “Type’ key will contain either
‘informativeness’ or ‘factual correctness’, depending
on the type for which you assess the answer.

In the following, you are first given the question.
Afterward, you are given the model-generated
answers. You are also provided with the chart image
as the context for the chart question-answering task.
[Question]

[Model A Generated Answer]

[Model B Generated Answer]

[Chart Image]

A.8 Sample Response in Multi-Criteria
Prompting

Response in OpenCQA (Pairwise)

[

{"Model": "Model B",

"Explanation": "Model B provides a thorough break-
down of the Mexican-American population growth,
with the numbers accurately matching the chart.",
"Type": "Informativeness"

},

{

"Model": "Model A",

"Explanation"": "Model A is factually correct as it
accurately reports the figures for both new immigrants
and births during the decade 2000-2010.",

"Type": "Factual Correctness"

]

A9 LLM-Judge Prompt for Out-of-Domain
Generalization Evaluation

Pairwise Evaluation on ChEBI-20-MM
for Molecular Image Captioning)

You are given the summaries generated by two differ-
ent models in the molecular image captioning task.
Now, your task is to determine which model is
better by considering the relevancy, conciseness,
informativeness, and factual correctness of the model
generated caption.

Ideally, a better quality caption should be concise,
factually correct, and provide high level informative
insights of the molecular image.

Please provide your response in JSON format with
the following keys: (i) Model, (ii) Explanation.

Here, the output value for the "Model’ key is the re-
spective model that is better, could be either "Model A’
or 'Model B’, or "Tie’ if both models are equally good.
The value for the ""Explanation""
the reason behind your preference.

key will contain

You should only provide the response in the required
JSON format without any additional text such that
I can correctly parse the result from your JSON
formatted response.

In the following, you are given the model generated
captions. You are also provided with the molecular
image which was used as the context for the molecular
image captioning task.

[Model A Generated Caption]

[Model B Generated Caption]

[Chart Image]

A.10 Error Examples

Some error examples in multi-criteria settings for

different LVLMs are shown in Table 8.
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Model

Response

Remarks

Qwen2-VL-2B-Instruct

{ "Model A": { "Explanation": "The model generated answer
is informative and factual, as it provides a detailed breakdown
of the data from the chart, including the percentage of adults
in each G20 country who see climate change as a major threat.
It also provides insights into the varying perspectives on the
issue across the G20 group.”, "Type": "informativeness" },
"Model B": { "Explanation": "The model generated answer
is informative, as it provides a summary of the data from the
chart, including the percentage of adults in each G20 country
who see climate change as a major threat. However, it does not
provide any insights into the varying perspectives on the issue
or the factors shaping these views. It also does not provide any
additional information beyond what is already in the chart.",

woon

"Type": "informativeness" } }

Both types are predicted as informativeness, with
no factual correctness. Same error also happens
in the 7B model.

InternLM-Xcomposer2dS-7B

[ { "Model": "Model A", "Explanation": "Model A’s answer is
informative and provides a comprehensive overview of the data,
including both the highest and lowest percentages of concern
about climate change among the G20 countries. It also includes
an analysis of the potential factors behind these differences and
suggests further areas for exploration. This aligns well with
the chart’s information and demonstrates a high level of under-
standing of the data presented. Therefore, Model A is more
informative than Model B, which focuses solely on the factual
data without additional insights or analysis. Factual correct-
ness is not an issue in this context as both models accurately
reflect the data from the chart. Type: informativeness." }, {
"Model": "Model B", "Explanation": "Model B’s answer is
factually correct but lacks the depth and insight provided by
Model A. It simply reiterates the data from the chart without
offering any additional analysis or interpretation. While it is
accurate, it does not provide the same level of value to the user
seeking deeper understanding of the data. Factual correctness
is maintained, but the lack of additional insights means it falls
short in terms of informativeness compared to Model A. Type:
factual correctness." } ]

Double quotes missing for the Type, leading to
JSON parsing error. Similar error also happens in
the LLaVA-Critic-70B model.

LLaVA-Next-v1.6-Mistral-7B

{ "Model": "Model A", "Type": "informativeness", "Explana-
tion": "Model A provides a more comprehensive and accurate
explanation of the chart, highlighting the significant difference
in the proportion of broadband and dial-up users who get their
news on the internet. It also explains the reasons behind the
observed difference, which is not present in Model B’s answer."
}

{ "Model": "Model A", "Type": "factual correctness", "Expla-
nation": "Model A’s answer is factually correct, as it accurately
reflects the data presented in the chart. Model B’s answer is
incorrect, as it states that dial-up users are more likely to get
their news on the internet than broadband users, which contra-
dicts the facts given in the chart." }

Wrong format, responded as JSON lines instead
of array of JSON.

LLaVA-Critic-7B

["*“json [ { "Model": "Model A", "Explanation”: "Model A
correctly identifies that broadband users (41%) have a signif-
icantly higher proportion of internet news users compared to
dial-up users (23%). This explanation aligns with the data in
the chart, providing a clear and accurate comparison between
the two types of internet users.", "Type": "informativeness" },
{ "Model": "Model B", "Explanation": "Model B incorrectly
states that 41% of dial-up users get their news on the internet,
which contradicts the chart data showing 23%. Additionally,
it incorrectly concludes that dial-up users are more likely to
get their news on the internet than broadband users, which
is not supported by the data. This answer is factually incor-
rect.", "Type": "factual correctness" } ] “* Model A provides
an accurate and informative comparison between broadband
and dial-up users based on the chart data, while Model B con-
tains factual inaccuracies and misinterprets the data. Therefore,
Model A is better in terms of both informativeness and factual
correctness.’]

Wrong format, could not follow the JSON format
instruction properly. Similar error also happens
in the 70B model.

Table 8: Examples of errors in Multi-Criteria settings by different LVLMs.

1918



