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Abstract

Large Language Models (LLMs) are widely
used in industry but remain prone to hallu-
cinations, limiting their reliability in critical
applications. This work addresses hallucina-
tion reduction in consumer grievance chatbots
built using LLaMA 3.1 8B Instruct, a compact
model frequently used in industry. We develop
HalluDetect, an LL.M-based hallucination de-
tection system that achieves an F1 score of
68.92% outperforming baseline detectors by
22.47% . Benchmarking five hallucination mit-
igation architectures, we find that out of them,
AgentBot minimizes hallucinations to 0.4159
per turn while maintaining the highest token
accuracy (96.13% ), making it the most effec-
tive mitigation strategy. Our findings provide
a scalable framework for hallucination mitiga-
tion, demonstrating that optimized inference
strategies can significantly improve factual ac-
curacy.'

1 Introduction

Large Language Models (LLMs) like GPT-4
(Achiam et al., 2023) and Llama-3 (Dubey et al.,
2024) have found widespread use in various do-
mains, ranging from customer support to health
care and education. However, despite their advan-
tages, LLMs often produce hallucinations. This
phenomenon poses a serious challenge in real-
world applications.

Hallucination in natural language generation
(NLG) refers to the generation of content that is
not supported by the input data or context, often re-
sulting in outputs that are factually incorrect, irrel-
evant, or inconsistent (Huang et al., 2024). Unlike
traditional errors that may be easy to spot, hallu-
cinations are often subtle and difficult to detect,
requiring more than just surface-level checks.

In critical domains such as legal, medical, and
financial services, the accuracy of LLM-generated

'The code and dataset are publicly available https://
github.com/Spandan2003/halludetect.

content is essential. A chatbot providing incorrect
legal guidance may mislead consumers into taking
actions that could have legal or financial conse-
quences (Bureau, 2023). Similarly, errors in medi-
cal chatbots, such as incorrect medication dosages,
can lead to severe health risks (Chakraverty, 2024).
In customer support, hallucinated responses can
erode trust and damage a company’s reputation
(TechSee, 2022). The risks associated with hal-
lucinations highlight the urgent need for effective
detection and mitigation strategies to ensure relia-
bility and compliance with ethical and regulatory
standards, such as the EU AI Act (Wired, 2024).

In this work, we focus on hallucination in the
context of consumer law chatbots (Ganatra et al.,
2025) in India. Legal information is often complex,
and consumers rely on automated systems to guide
them in resolving disputes, filing complaints, and
understanding their rights. Hallucinations in this
domain can misinform users, leading to delays or
incorrect legal actions. To address this, we explore
various hallucination mitigation techniques tailored
to consumer law, develop a hallucination detection
system, and benchmark the effectiveness of differ-
ent mitigation methods. Additionally, we carry out
a human evaluation to assess the detector’s reliabil-
ity, complemented by a qualitative analysis of its
failure instances.

Our contributions are:

1. RAG-based Chatbots, a collection of con-
sumer grievance chatbots incorporating multi-
ple hallucination mitigation strategies named
Vanilla, Prompt-engineered, FactChecker, Ed-
itorBot, and AgentBot (Section 3.1).

2. HalluDetect, an LLM-driven multi-turn hallu-
cination detection pipeline for scalable evalua-
tion of chatbot conversations, achieving F1 of
68.92% . It identifies specific hallucinated text
with justifications and outperforms baseline
detectors by 22.47% (Section 3.2).
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Covering medical expenses is a reasonable expecta-
tion from a service provider like a tattoo parlour.

As a first step, I would recommend drafting a formal
complaint letter to the tattoo parlour, stating the de-
tails of the incident, the harm caused, and the relief
you’re seeking. I can provide you with a sample
draft if you’d like.

Additionally, you can also file a complaint with the
National Consumer Helpline (1800-11-4000) for im-
mediate assistance.

Before we proceed, I have one more question: Do
you have any evidence or documentation to sup-
port your claim?

Figure 1: Example of erroneous hallucination detection
by LettuceDetect. Red-highlighted polite language and
clarifying questions are incorrectly flagged as hallucina-
tions, revealing the model’s difficulty in distinguishing
conversational tone from factual inaccuracy.

3. DetectorEval Dataset, a benchmarking
dataset consisting of 115 chats of 7 turns and
1282 tokens on average between the Vanilla
chatbot and legal experts, annotated for hallu-
cination detection by human annotators. (Sec-
tion 3.3).

4. Architectural Benchmarking, a compara-
tive hallucination analysis across Consumer
Grievance Chatbots using HalluDetect, quan-
tifying the effectiveness of different hallucina-
tion mitigation strategies. Results show that
AgentBot performs best with 0.4159 halluci-
nations per conversation turn and the highest
Token Accuracy (TokAcc-1: 96.13%, TokAcc-
2: 96.38%) (Section 4.2).

By addressing hallucination detection, mitigation,
and benchmarking in consumer law chatbots, our
work aims to enhance the safety, trustworthiness,
and effectiveness of Al-driven legal assistance
tools.

2 Related Work

Hallucination detection in LLMs has been ap-
proached through external retrieval (Chen et al.,
2024), self-correction (Gou et al., 2024), and
fine-grained metrics like FactScore (Min et al.,
2023). Retrieval-augmented generation (RAG)
methods (Huo et al., 2023) and tool-based frame-
works like FacTool (Chern et al., 2023) improve
factuality in tasks such as summarization and QA.

However, most approaches focus on single-turn,
static contexts and underperform in multi-turn dia-
logue, where hallucinations arise from long context

windows, implicit assumptions, or shifting user in-
tent (Park et al., 2025). Even RAG systems can pro-
duce hallucinations despite correct retrieval (Sun
et al., 2025), and partial hallucinations remain hard
to detect (Budzianowski et al., 2018).

Recent detectors—LettuceDetect (Adém Kovacs
and Recski, 2025), HHEM v2 (Bao et al., 2024),
SelfCheckGPT (Manakul et al., 2023), and Re-
fChecker (Hu et al., 2024)—offer scalable, inter-
pretable solutions but are limited to single-turn or
document-level contexts and often mislabel benign
or inferential responses as hallucinations. An exam-
ple of LettuceDetect failing is provided in Figure
1.

To overcome these gaps, we present HalluDe-
tect, a multi-turn, task-oriented detection frame-
work for RAG-based conversations. It han-
dles context-aware inconsistencies, assigns reason
codes, and filters pragmatically valid content, mak-
ing it well-suited for sensitive domains like legal
and consumer grievance assistance.

3 Methodology
3.1 RAG based Chatbots

We design a suite of chatbot architectures based
on Retrieval-Augmented Generation (RAG) to re-
duce hallucinations in the legal domain, leverag-
ing RAG’s strength in minimizing factual errors
in knowledge-intensive tasks. The chatbots inte-
grate with a curated legal knowledge base covering
over 20 consumer sectors in India, such as bank-
ing, telecom, and healthcare. Relevant legal doc-
uments are retrieved to inform responses. Before
detailing each variant, we define key operational
components:

* History: The record of prior interactions be-
tween the user and the chatbot.

* Query: The user’s latest input, constituting
the question or statement requiring a response.

* Reformulated Query: A context-
independent version of the query generated by
integrating the query with its history. (Shuster
et al., 2021)

* Context: The set of relevant legal documents
or textual knowledge retrieved based on the
reformulated query. Also assumed to be the
ground truth

* Response: The output generated by the chat-
bot synthesises information from the query,
history, and retrieved context.
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We evaluate five chatbot architectures designed

to reduce hallucinations by integrating retrieval and
verification mechanisms:

e Vanilla (based on (Ganatra et al., 2025)):
A baseline RAG pipeline using two LLM
calls—one for query reformulation and one
for response generation. It does not include
explicit hallucination control mechanisms.

* Prompt-engineered: Builds on Vanilla by
refining the response-generation prompt to ex-
plicitly instruct the model to stay within the
retrieved context and avoid speculation. This
improves factual alignment via prompt opti-
mization.

* EditorBot (inspired by (Gou et al., 2024)):
Adds a third LLM call to post-process and
revise the generated response. This step aims
to identify and remove hallucinations using an
editor prompt that critiques the initial output.
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Figure 2: Overview of the architectures for Chatbots, ChatSimulator, and HalluDetect. Each system integrates LLM
modules that process specific inputs (green boxes) through prompts (red boxes) to generate outputs (orange boxes)

* FactChecker (inspired by (Min et al.,
2023)): Decomposes the response into dis-
crete factual claims, verifies each against the
retrieved context using a second LLM, and
synthesizes a revised, verified response. This
adds structure to fact-checking and involves
three LLM calls in total.

* AgentBot (inspired by (Kwartler et al.,
2024)): Uses a multi-agent workflow mim-
icking real-world legal processes. Dis-
tinct roles—Receptionist, Paralegal, Lawyer,
Drafter—each handle a specific aspect of the
task. This structured decomposition encour-
ages specialization and improves factual con-
sistency.

The overall architecture is given in the form of
an illustration in Figure 2, with complete prompt
details provided in Appendix A for reference.
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3.2 HalluDetect: LLM-Based Evaluation

Overview. HalluDetect is a multi-stage LLM
pipeline for detecting hallucinations in multi-turn
chatbot conversations. It is designed for RAG-
based systems where factual grounding may come
from both retrieved documents and the LLM’s pre-
training. This balance is critical in domains like
law, where not all information is explicitly retriev-
able.

Domain Reliance Paradox. In RAG setups, ver-
ifying responses against retrieved documents alone
can misclassify legitimate general knowledge as
hallucinated (Fig. 1), while under-relying may al-
low real hallucinations to pass. HalluDetect ad-
dresses this trade-off by combining expanded con-
text, memory summarization, and a severity-based
filtering mechanism.

Pipeline Structure. The detector operates on
(history, query, response) triples and proceeds in
three stages:

1. Analysis: Retrieves twice the original docu-
ments and uses a memory_prompt to summa-
rize the dialogue history. An LLM identifies
potential hallucinations based on this context.

2. Filtering: A refiner_prompt assigns severity
scores (1-5) and filters out low-impact hallu-
cinations (score < 4).

3. Aggregation: High-severity hallucinations
are compiled as final output, each with jus-
tification and location in the dialogue.

Design Features. Key features include: (i) dou-
bling the retrieved document number to reduce
false positives, (ii) memory created by summariz-
ing long contexts, (iii) severity scoring to filter
trivial or inaccurate content, and (iv) justification-
based self-consistency for robust detection (Wang
et al., 2023).

Output Format. Each hallucination in the final
output includes: (i) the exact sentence suspected
to be incorrect, (ii) a justification referencing the
retrieved or missing evidence, and (iii) dependent
on its place in the multi-turn conversation, ensuring
appropriate context is considered.

Scalability and Application. HalluDetect
is domain-agnostic and can audit hallucinations
across different chatbot architectures. Its structured
format can ensure consistent evaluation in other
sensitive domains, such as legal or medical assis-
tance. Implementation details are in Appendix B.

3.3 DetectorEval Dataset

To evaluate the effectiveness of hallucination de-
tection models, we introduce the DetectorEval
dataset. It contains 115 dialogue instances be-
tween the Vanilla chatbot and legal experts, each
crafted to target specific, nuanced issues within
the consumer grievance domain. These conversa-
tions are annotated by experienced annotators (See
Appendix C.1) using HalluDetect to flag hallucina-
tions. On average, each chat consists of 7.39 turns
and 4.04 detected hallucinations. Each turn con-
tains an average of 223.56 tokens, with an average
of 1282.6 tokens per conversation.

4 Experiments

4.1 Structure of Chatbot

To enable retrieval-augmented generation
(RAG), the legal corpus is segmented
into coherent text chunks (e.g., para-
graphs), which are embedded wusing the

mixedbread-ai/mxbai-embed-large-v1?
model and stored in a vector store. At inference,
the retriever computes cosine similarity between
the query and all stored chunks, selecting the
top four as supporting context. These chunks
guide grounded response generation. We use
Llama-3.1-8B-Instruct’ and GPT-40 mini* as the
response generators.

4.2 Human Evaluation of HalluDetect

We evaluate HalluDetect on the DetectorEval
dataset, where it extracts hallucinated content from
multi-turn chats. To ensure completeness, language
experts manually review its outputs, identifying
both correctly detected and missed hallucinations.

Metrics: Annotators label detected hallucina-
tions as Correct or Wrong and report any missed
instances. Precision is the fraction of correct de-
tections among all flagged cases; recall is the frac-
tion of correct detections among all actual hallu-
cinations. We report average precision and recall
across conversations. Detailed instructions are in
Appendix (17)

Baselines: HalluDetect is compared with two
SOTA RAG-focused detectors:

https://huggingface.co/mixedbread-ai/
mxbai-embed-large-v1

3https://huggingface.co/meta—llama/Llama-3.
1-8B-Instruct

4https://platform.openai.com/docs/models/
gpt-4o0-mini
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1. HHEM 2.1 (Bao et al., 2024): A single-turn
detector for RAG combining heuristic and
NLI-based scoring (Flan-T5).

2. LettuceDetect (Addm Kovdcs and Rec-
ski, 2025): A single-turn detector using
token-level entropy and fact verification via
base-modernbert-en-v1.

Each baseline produces turn-wise hallucination la-
bels for comparison.

4.3 Comparative Analysis of Chatbot
Architectures

To evaluate hallucination mitigation strategies, we
use the ChatSimulator (Figure 2), which inter-
faces with different Consumer Grievance Chatbot
variants. Instead of a human, it uses a separate
LLM agent with guided instructions to simulate
realistic conversations. Summaries from 30 De-
tectorEval chats provide contextual grounding for
consistent simulation. Each generated dialogue is
evaluated by HalluDetect to detect and rate halluci-
nations, enabling fair comparison across architec-
tures.

Metrics: We report Hallucinations per Turn
(HPT), the average number of hallucinations gen-
erated per chatbot turn, and Token Accuracy
(TokAcc), the percentage of non-hallucinatory to-
kens in responses. HPT-1 and TokAcc-1 are com-
puted over the entire dataset, while HPT-2 and
TokAcc-2 are averaged per conversation. These
metrics enable standardized comparison of halluci-
nation frequency and response reliability.

5 Results and Analysis

5.1 Quantitative Performance Analysis

We first evaluate HalluDetect on the Vanilla chatbot
outputs from the DetectEval dataset, then apply it
on ChatSimulator generated dialogues to assess
hallucination mitigation strategies across chatbot
variants.

5.1.1 Detector Evaluation

HalluDetect achieves an average precision of
54.56% and recall of 80.63% (Table 1), indicating
high coverage of hallucinations with reasonable
accuracy. Its strong recall ensures most halluci-
nations are detected, while precision reflects the
detector’s ability to avoid false positives, making it
reliable for downstream analysis.

We compare HalluDetect with baseline models,
LettuceDetect and HHEM2.1. While all models

Model Prec. | Recall F1
LettuceDetect | 0.3055 | 0.9689 | 0.4645
(Baseline)

HHEM2.1 0.2791 | 0.9835 | 0.4348
(Baseline)

HalluDetect 0.5456 | 0.8063 | 0.6508
(Llama 3.1)

HalluDetect 0.5430 | 0.9429 | 0.6892
(gpt-40-mini)

Table 1: Human Evaluation of HalluDetect and Baseline
Models.

show high recall, the baselines suffer from signif-
icantly lower precision. All are evaluated on the
full DetectorEval set (Section 3.3). The precision
drop stems from chatbot responses often including
suggestions, questions, or common-sense reason-
ing (e.g., “the doctor should have given the correct
medicines”), which baselines—designed for single-
turn QA—misclassify as hallucinations. HalluDe-
tect addresses this by filtering such benign or in-
ferred content via its multistage pipeline, achieving
substantially higher precision with only a minor
recall tradeoff.

HalluDetect also adds only a modest computa-
tional overhead-about 2.52x the base chatbot’s to-
ken usage-since runtime scales linearly with tokens
rather than model complexity. A detailed efficiency
breakdown is provided in Appendix B.8.

5.1.2 Statistical Significance Testing

To confirm that HalluDetect’s improvements were
not due to random variation, we conducted a Fried-
man test across detectors followed by pairwise
Wilcoxon signed-rank tests between HalluDetect
and the other baselines. As shown in Table 2, the
Friedman test revealed statistically significant dif-
ferences in both precision and recall (p < 0.01).
Pairwise comparisons further confirm that HalluDe-
tect achieves significantly higher precision than
HHEM and LettuceDetect (p < 0.001), while
maintaining a statistically comparable but slightly
lower recall. These results validate that HalluDe-
tect’s performance gains are consistent across sam-
ples.

5.1.3 Evaluation of Chatbots using
HalluDetect

AgentBot achieves the best performance, with the
lowest Hallucinations per Turn (HPT1: 0.42, HPT?2:
0.43) and highest Token Accuracy (TokAcc-1:
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Metric Test / | p-value
Compari-
son
Friedman Test (Overall) X2
Precision 26.77 2x1076
Recall 9.52 8.6 x 1073
Wilcoxon Tests (HalluDe- | W
tect)
Precision (vs HHEM) 445.0 1x10°¢
Precision (vs LettuceDetect) | 494.0 2x107°
Recall (vs HHEM) 51.0 1.6 x 1072
Recall (vs LettuceDetect) 70.0 1.3 x 1072

Table 2: Statistical significance tests for detector per-
formance. All p-values below 0.05 indicate significant
differences.

96.13%, TokAcc-2: 96.38%), and only 46.67% of
chats containing hallucinations. EditorBot follows
with slightly lower accuracy (95.64%, 95.47%)
and marginally higher HPT (0.45, 0.47), while
FactChecker performs comparably. In contrast,
Vanilla and Prompt-engineered bots show signifi-
cantly higher hallucination rates. Thus, AgentBot
strikes the best balance between accuracy and hal-
lucination control.

5.1.4 ChatSimulator

This section compares chatbot architectures based
on turns and tokens generated in the ChatSimula-
tor, offering insights into verbosity and consistency.
AgentBot generates the longest conversations (999
tokens on average), with high variability, suggest-
ing verbose responses but low consistency. In con-
trast, Prompt-Engineered and EditorBot show more
consistent, concise patterns with lower variability.
These differences highlight the impact of architec-
tural choices on verbosity and consistency, crucial
for applications requiring structured dialogue, like
customer service or personal assistants.

No. of Hallucinations

| T T

—

%,
%
%
%
S
%,
3
o
%
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%
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4

Figure 3: Box Plot of Count of Hallucinations detected
by HalluDetect per Chat for each chatbot variant.

5.2 Qualitative Analysis

To complement quantitative evaluation, we present
a qualitative analysis to illustrate HalluDetect’s ef-
fectiveness in identifying and filtering hallucina-
tions in multi-turn conversations. This analysis
highlights its strengths in recognizing substantive
factual inconsistencies while avoiding penalization
of benign or inferential statements.

Example: In a conversation about consumer
courts in Tripura, the chatbot provides both fac-
tual and conversational content, including details
about a state commission, contact numbers, and a
closing offer to help.

HalluDetect identifies three hallucinated spans
in the initial analysis phase:

1. “State Consumer Dispute Redressal Com-
mission, Tripura, Agartala.” — Not present
in retrieved context. (Severity: 4)

2. “...0381-232-0325 or 0381-232-0326.” — Un-
supported phone numbers. (Severity: 5)

3. “Feel free to ask..” — Polite offer not
grounded in retrieval. (Severity: 1)

HalluDetect processes this conversational turn
using the Analysis Prompt, which generates a
Rough Analysis—a list of extracted hallucinated
spans along with explanations for why they are con-
sidered hallucinations. This output is then passed
through the Refiner Prompt, producing the Fine
Analysis, where each hallucination is assigned a
severity score and justification. Low-severity items,
such as point 3 (a polite, general offer by the LLM),
are filtered out at this stage. This process is re-
peated for each turn, and the high-severity results
are aggregated to yield the final hallucination de-
tections for the complete dialogue. Complete con-
versational turn details are provided in Appendix
(Section B.6)

5.2.1 Failure Case Analysis

To better understand the limitations of HalluDetect,
we conduct a qualitative analysis of representative
failure cases. These include both false positives,
where the detector incorrectly flags grounded infor-
mation as hallucinated, and false negatives, where
genuine hallucinations escape detection. This anal-
ysis helps clarify the current boundaries of our ap-
proach and guides potential directions for refine-
ment.

False Positive.
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LLM Variant Inferences/ | HPT1 | HPT2 | TokAcc-1 | TokAcc-2 | % of Hal-
Response lucinated

Chats
Vanilla 2 0.8165 | 0.7901 0.9383 0.9436 60.00%
LLaMA-3.1 Prompt-Eng. | 2 0.7692 | 0.8944 0.9400 0.9343 63.33%
_8B-Instruct | EditorBot | 3 0.4476 | 0.4744 0.9564 0.9547 56.67%
FactChecker | 4 0.5872 | 0.5861 0.9589 0.9597 50.00%
AgentBot | 3 0.4159 | 0.4279 0.9613 0.9638 46.67%

Table 3: Comparison of different Chatbot Architectures for Hallucination Mitigation. We can see that AgentBot
gives the least hallucination due to its low HPT and high TokAcc.

Al: Here’s a sample notice template you can use
as a starting point.

[Notice to Sharan Hegde]

Email: sharan.hegde @ gmail.com

Description: The detector flagged the email ad-
dress as hallucinated since it was not found in the
RAG corpus. Analysis: In this case, the email was
part of the chat history provided by the user, but
not explicitly retrieved from the external knowl-
edge base. This indicates that the model occasion-
ally fails to integrate conversational context into
its grounding check, leading to context-based false
positives.

False Negative.

Al: You can file a complaint at the Air India of-
fice in Bangalore located at No. 32, 4th Floor,
Brigade Gateway, 26/27, Off MG Road, Banga-
lore 560025.

Description: The detector did not flag this re-
sponse, though the address is factually incorrect
and absent from the RAG corpus. Analysis: The
hallucination went undetected because the response
was fluent and appeared semantically coherent.
HalluDetect’s current mechanism relies primarily
on factual overlap and entity-level consistency;
however, sometimes such cases pass undetected,
especially if it relies on its pretrained knowledge
rather than the actual RAG context.

Discussion. These examples highlight that most
detection failures fall into two categories: (i) con-
textual confusion from prior chat history (false posi-
tives), and (ii) subtle factual hallucinations phrased
naturally (false negatives). Despite these limita-
tions, HalluDetect remains robust across diverse
dialogue settings and provides interpretable, con-
sistent signals of hallucination risk.

6 Conclusion and Future Work

This paper evaluates hallucination detection in chat-
bots using the HalluDetect framework, applied
to multiple chatbot architectures tested through a
ChatSimulator. Results show that all hallucina-
tion mitigation strategies outperformed the Vanilla
model in reducing hallucinations. HalluDetect pro-
vides much better precision and slightly lower re-
call, compared to other SOTA baselines, proving
its effectiveness for multi-turn chatbots.

HalluDetect provides an automated, real-time
solution for detecting hallucinations in chatbots,
which can be used for ongoing evaluation and im-
provement. This method is scalable and can be in-
tegrated into real-time systems to monitor chatbot
performance and flag hallucinations as they occur,
offering significant benefits for industries such as
customer service, healthcare, and legal assistance
where factual accuracy is critical.

Limitations

Our proposed framework inherits certain limita-
tions common to LLLM-based systems. As our de-
tector itself is built on a language model, it may
occasionally hallucinate or misclassify outputs, par-
ticularly in ambiguous or borderline cases. Further-
more, although the framework is designed to be
domain-agnostic, our evaluations are currently lim-
ited to the legal consumer grievance domain. Its
effectiveness in other domains, while theoretically
feasible, has not yet been empirically validated.

Ethics Statement

This work adheres to the ACL Code of Ethics.
The HalluDetect framework is developed to en-
hance the factual reliability of large language mod-
els (LLMs) in sensitive domains such as legal as-
sistance and consumer grievance redressal. All
datasets used—including DetectorEval—contain
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synthetic or anonymized dialogues, ensuring no
personally identifiable information is present. Hu-
man evaluation was conducted by domain experts
with appropriate annotation guidelines to ensure
fair and accurate assessments. Our system is de-
signed for audit and analysis purposes, not for di-
rect legal advice or decision-making. We acknowl-
edge that even LLM-based detectors can introduce
errors or biases, and we advocate responsible de-
ployment with human oversight in real-world ap-
plications.

Acknowledgements

We dedicate this work to the memory of Prof. Push-
pak Bhattacharyya, our guide, whose guidance and
encouragement were integral to the success of this
project. We sincerely thank the legal experts at
the National Law School of India University, Ban-
galore, for their invaluable assistance in curating
and annotating the dataset. We also acknowledge
the contributions of the Computation for Indian
Language Technology Lab (CFILT), IIT Bombay,
for their significant support in evaluating the model.
Finally, we are grateful to META for their generous
funding, which made this project possible.

References

Josh Achiam, Steven Adler, Sandhini Agarwal, Lama
Ahmad, Ilge Akkaya, Florencia Leoni Aleman,
Diogo Almeida, Janko Altenschmidt, Sam Altman,
Shyamal Anadkat, et al. 2023. Gpt-4 technical report.
arXiv preprint arXiv:2303.08774.

Meta Al 2024. The llama 3 model card and release
notes. https://ai.meta.com/1lama/. Accessed
October 2025.

Forrest Bao, Miaoran Li, Rogger Luo, and Ofer
Mendelevitch. 2024. HHEM-2.1-Open.

Pawet Budzianowski, Tsung-Hsien Wen, Bo-Hsiang
Tseng, Ifiigo Casanueva, Stefan Ultes, Osman Ra-
madan, and Milica Gasi¢. 2018. MultiWOZ - a large-
scale multi-domain Wizard-of-Oz dataset for task-
oriented dialogue modelling. In Proceedings of the
2018 Conference on Empirical Methods in Natural
Language Processing, pages 5016-5026, Brussels,
Belgium. Association for Computational Linguistics.

Consumer Financial Protection Bureau. 2023. Cfpb
issue spotlight analyzes “artificial intelligence” chat-
bots in banking. Consumer Financial Protection
Bureau Newsroom.

Anita Chakraverty. 2024. Ai-powered chatbots unreli-
able for patient drug information. Inside Precision
Medicine.

Jifan Chen, Grace Kim, Aniruddh Sriram, Greg Durrett,
and Eunsol Choi. 2024. Complex claim verification
with evidence retrieved in the wild. In Proceedings
of the North American Chapter of the Association for
Computational Linguistics.

I Chern, Steffi Chern, Shigi Chen, Weizhe Yuan, Kehua
Feng, Chunting Zhou, Junxian He, Graham Neubig,
and Pengfei Liu. 2023. Factool: Factuality detec-
tion in generative ai—a tool augmented framework for
multi-task and multi-domain scenarios.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey,
Abhishek Kadian, Ahmad Al-Dahle, Aiesha Letman,
Akhil Mathur, Alan Schelten, Amy Yang, Angela
Fan, et al. 2024. The llama 3 herd of models. arXiv
preprint arXiv:2407.21783.

Shrey Ganatra, Swapnil Bhattacharyya, Harshvivek
Kashid, Spandan Anaokar, Shruti Nair, Reshma
Sekhar, Siddharth Manohar, Rahul Hemrajani, and
Pushpak Bhattacharyya. 2025. Grahaknyay: Con-
sumer grievance redressal through large language
models. arXiv preprint arXiv:2507.04854.

Zhibin Gou, Zhihong Shao, Yeyun Gong, Yelong Shen,
Yujiu Yang, Nan Duan, and Weizhu Chen. 2024.
Critic: Large language models can self-correct with
tool-interactive critiquing. In Proceedings of the In-
ternational Conference on Learning Representations.

Xiangkun Hu, Dongyu Ru, Lin Qiu, Qipeng Guo,
Tianhang Zhang, Yang Xu, Yun Luo, Pengfei Liu,
Yue Zhang, and Zheng Zhang. 2024. Refchecker:
Reference-based fine-grained hallucination checker
and benchmark for large language models. Preprint,
arXiv:2405.14486.

Lei Huang, Weijiang Yu, Weitao Ma, Weihong Zhong,
Zhangyin Feng, Haotian Wang, Qianglong Chen,
Weihua Peng, Xiaocheng Feng, Bing Qin, and Ting
Liu. 2024. A survey on hallucination in large lan-
guage models: Principles, taxonomy, challenges, and
open questions. ACM Trans. Inf. Syst. Just Accepted.

Siging Huo, Negar Arabzadeh, and Charles L A Clarke.
2023. Retrieving supporting evidence for llms gener-
ated answers. In Proceedings of the Conference on
Empirical Methods in Natural Language Processing.

Ted Kwartler, Matthew Berman, and Alan Aqrawi.
2024. Good parenting is all you need — multi-
agentic llm hallucination mitigation.  Preprint,
arXiv:2410.14262.

Potsawee Manakul, Adian Liusie, and Mark J. F. Gales.
2023. Selfcheckgpt: Zero-resource black-box hal-
lucination detection for generative large language
models. Preprint, arXiv:2303.08896.

Sewon Min, Kalpesh Krishna, Xinxi Lyu, Mike
Lewis, Wen-tau Yih, Pang Wei Koh, Mohit Iyyer,
Luke Zettlemoyer, and Hannaneh Hajishirzi. 2023.
Factscore: Fine-grained atomic evaluation of factual
precision in long form text generation. In Proceed-
ings of the Conference on Empirical Methods in Nat-
ural Language Processing.

1829


https://ai.meta.com/llama/
https://doi.org/10.57967/hf/3240
https://doi.org/10.18653/v1/D18-1547
https://doi.org/10.18653/v1/D18-1547
https://doi.org/10.18653/v1/D18-1547
https://www.consumerfinance.gov/about-us/newsroom/cfpb-issue-spotlight-analyzes-artificial-intelligence-chatbots-in-banking/
https://www.consumerfinance.gov/about-us/newsroom/cfpb-issue-spotlight-analyzes-artificial-intelligence-chatbots-in-banking/
https://www.consumerfinance.gov/about-us/newsroom/cfpb-issue-spotlight-analyzes-artificial-intelligence-chatbots-in-banking/
https://www.insideprecisionmedicine.com/topics/patient-care/ai-powered-chatbots-unreliable-for-patient-drug-information/
https://www.insideprecisionmedicine.com/topics/patient-care/ai-powered-chatbots-unreliable-for-patient-drug-information/
https://arxiv.org/abs/2405.14486
https://arxiv.org/abs/2405.14486
https://arxiv.org/abs/2405.14486
https://doi.org/10.1145/3703155
https://doi.org/10.1145/3703155
https://doi.org/10.1145/3703155
https://arxiv.org/abs/2410.14262
https://arxiv.org/abs/2410.14262
https://arxiv.org/abs/2303.08896
https://arxiv.org/abs/2303.08896
https://arxiv.org/abs/2303.08896

OpenAl. 2024. Openai api pricing. https://openai.
com/pricing. Accessed October 2025.

Dongmin Park, Zhaofang Qian, Guangxing Han, and
Ser-Nam Lim. 2025. Mitigating dialogue hallucina-
tion for large vision language models via adversarial
instruction tuning.

Kurt Shuster, Spencer Poff, Moya Chen, Douwe Kiela,
and Jason Weston. 2021. Retrieval augmentation
reduces hallucination in conversation. In Findings
of the Association for Computational Linguistics:
EMNLP 2021, pages 3784-3803, Punta Cana, Do-
minican Republic. Association for Computational
Linguistics.

Zhongxiang Sun, Xiaoxue Zang, Kai Zheng, Yang Song,
Jun Xu, Xiao Zhang, Weijie Yu, Yang Song, and
Han Li. 2025. Redeep: Detecting hallucination in
retrieval-augmented generation via mechanistic inter-
pretability. Preprint, arXiv:2410.11414.

TechSee. 2022. 3 reasons customers distrust chatbots &
what you can do. TechSee Blog.

Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc Le,
Ed Chi, Sharan Narang, Aakanksha Chowdhery, and
Denny Zhou. 2023. Self-consistency improves chain
of thought reasoning in language models. Preprint,
arXiv:2203.11171.

Wired. 2024. The blurred reality of ai’s "human-
washing’. Wired.

Adam Kovics and Gabor Recski. 2025. Lettucedetect:
A hallucination detection framework for rag applica-
tions. Preprint, arXiv:2502.17125.

A Detailed Model Architectures

A.1 Consumer Grievance Chatbots

For a high-level overview, please refer back to Sec-
tion 3.1.

A.1.1 Vanilla Model

The baseline model follows a two-step RAG
pipeline: 1. The user query, concatenated with con-
versation history, is processed by the LLM via the
reformulation_prompt to generate a refined query.
2. This reformulated query retrieves the most rele-
vant legal documents from the knowledge base. 3.
The retrieved documents, along with the original
query and history, are passed into the LLM with the
generation_prompt, producing the final response.

A.1.2 Prompt-engineered Model

This variant builds upon the Vanilla Model by opti-
mizing the generation_prompt to explicitly enforce
factual correctness. The refinements are based on
analyzing common hallucination patterns in the
Vanilla Model’s outputs. Additional factual ground-
ing cues, such as explicit retrieval references and
conditional response structures, are incorporated to
improve accuracy.

A.1.3 EditorBot

Inspired by (Gou et al., 2024), EditorBot introduces
a post-generation verification step: 1. The response
is first generated using the Prompt-engineered
Model. 2. The response is then evaluated by an
LLM using the editor_prompt, which is explicitly
designed to detect and correct factual inconsisten-
cies. 3. The final response, verified for alignment
with retrieved legal documents, is then presented
to the user. This additional inference step enhances
factual correctness while preserving the original
response’s structure.

A.1.4 FactChecker Model

Based on (Min et al., 2023), this model follows a
structured fact verification process: 1. The initial
response is generated using the Prompt-engineered
Model. 2. The response is then segmented into fac-
tual claims and miscellaneous statements using an
LLM and the fact_prompt. 3. Each extracted fac-
tual claim is independently verified using retrieval-
based evidence. If a claim is unsupported, it is
flagged as a hallucination. 4. A final LLM pass,
using the process_prompt, refines the response by
modifying or removing unsupported claims before
outputting the final version.
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A.1.5 AgentBot

Inspired by (Kwartler et al., 2024), AgentBot mod-
ularizes the chatbot’s response pipeline into spe-
cialized sub-agents:

* Receptionist: Determines the type of user
query and routes it to the appropriate sub-
agent.

 Paralegal: Retrieves relevant legal precedents
and documents.

* Lawyer: Analyzes legal context and formu-
lates an accurate response.

* Drafter: If required, generates formal legal
documents, ensuring compliance with domain-
specific guidelines.

By breaking down response generation into task-
specific inferences, AgentBot enhances accuracy
while maintaining domain-specific consistency.

B HalluDetect: Detailed Evaluation
Workflow

HalluDetect is a structured multi-stage LLM-based
evaluation framework designed to detect, score,
and explain hallucinations in multi-turn chatbot
conversations. It is built with retrieval-augmented
systems in mind and aims to balance strict factual
grounding with tolerance for general or inferential
content often present in conversational agents.

B.1 Overall Pipeline

Each chatbot-generated conversation is parsed into
(history, query, response) triples. The pipeline then
proceeds through the following stages:

B.1.1 Expanded Retrieval

To widen the verification scope, HalluDetect re-
trieves twice the number of documents originally
used by the chatbot using a RAG-based retriever.
This helps reduce false positives caused by incom-
plete or sparse retrieval.

B.1.2 Memory Summarization

Multi-turn conversations often contain irrelevant
or repetitive turns. A dedicated memory_prompt
is used to summarize the prior conversation into
a concise, legally relevant Memory. This mem-
ory is used alongside retrieved documents for all
subsequent reasoning steps. This summarization
prevents context overload while preserving critical
user intent and facts.

B.1.3 Hallucination Analysis

Given the (retrieved documents + memory + query
+ response), the LLM is prompted using an anal-
ysis_prompt to extract a list of hallucinated state-
ments. Each hallucination includes:

* The exact sentence suspected to be incorrect.

* A justification citing either contradictions, un-
supported claims, or absence of supporting
evidence.

Self-consistency techniques (Wang et al., 2023)
are used to improve reliability through multiple
sampled generations.

B.1.4 Severity Filtering

To focus on meaningful errors, a second LLM in-
ference applies the refiner_prompt, which assigns
a severity score from 1 to 5 to each hallucination.
Based on this score:

* Statements with scores below 4 are consid-
ered benign, inferential, or conversationally
acceptable and are filtered out.

* Statements with scores 4 or higher are re-
tained as critical errors.

The result of this step is the Refined Analysis.

B.1.5 Final Aggregation

Using the result_prompt, HalluDetect compiles the
final list of high-severity hallucinations. Each entry
includes:

* The hallucinated sentence.

* A justification or citation indicating contradic-
tion or lack of evidence.

* Reference to the turn in the conversation to
ensure multi-turn awareness.

B.2 Prompt Overview

The evaluation relies on the following prompt mod-
ules:

* memory_prompt: Summarizes conversation
history.

 analysis_prompt: Detects hallucinations
based on response and evidence.

* refiner_prompt: Assigns severity scores to
filter minor inconsistencies.

* result_prompt: Produces final, high-impact
hallucination list.
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B.3 Design Considerations

* Domain Reliance Handling: The pipeline
is explicitly designed to resolve the Domain
Reliance Paradox, where over-reliance on re-
trieval can misclassify general or inferred
knowledge as hallucination.

e Structured Output: HalluDetect ensures
each hallucination is clearly explained and
localized within the multi-turn context.

* Scalability: The system is modular and
domain-agnostic, making it suitable for au-
diting hallucinations in legal, medical, or
general-purpose taskbots.

B.4 LLM Configuration
B.S LLM Configuration

All components use the same LL.M backend with
temperature-controlled sampling (I' = 0.5) and
repetition penalty (1.02) to balance coherence and
variability. Maximum new tokens per generation
are capped at 1024, and only newly generated to-
kens are returned to maintain efficiency and consis-
tency across Analysis, Filtering, and Aggregation
stages.

B.6 Example Output (Excerpt)

To better understand how HalluDetect operates
across its multi-stage pipeline, we present a com-
plete walkthrough of its processing steps on a rep-
resentative example from the DetectorEval dataset.
This example highlights how hallucinations are
identified, assessed for severity, and filtered based
on pragmatic relevance.

B.6.1 Example Conversation

Human: Are there any consumer courts
in Tripura?

AI: According to the Consumer Protec-
tion Act, 2019, consumer courts oper-
ate at three levels: District Commis-
sion, State Commission, and National
Commission. In Tripura, the State Con-
sumer Dispute Redressal Commission
(SCDRC) is located in Agartala. The
address is:

State Consumer Dispute Redressal Com-
mission,

Tripura,

Agartala.

You can also contact them at their phone

number: 0381-232-0325 or 0381-232-
0326.

Additionally, you can also file a com-
plaint with the National Consumer
Helpline (1800-11-4000) for assistance
and guidance on the next steps.

If you need help with drafting a com-
plaint or have any further questions, feel
free to ask.

B.6.2 Rough Analysis (via analysis_prompt)

When this turn is processed by HalluDetect’s analy-
sis_prompt, it extracts the following potential hallu-
cinations from the response by comparing it against
the retrieved legal corpus:

1. “State Consumer Dispute Redressal Com-
mission, Tripura, Agartala.”

* Reason: The retrieved documents do not
mention the existence or location of the
State Consumer Dispute Redressal Com-
mission (SCDRC) in Tripura.

2. “You can contact them at their phone num-
bers: 0381-232-0325 or 0381-232-0326.”

* Reason: The phone numbers provided
are not found in any of the retrieved evi-
dence.

3. “If you need help with drafting a complaint
or have any further questions, feel free to
ask.’

* Reason: The retrieval does not mention
any guidance on drafting complaints or
follow-up help.

This constitutes the Rough Analysis output: a
flat list of potentially hallucinated content without
any prioritization based on impact.

B.6.3 Fine Analysis (via refiner_prompt)

The refiner_prompt is then applied to this rough
list to produce the Fine Analysis, which assigns a
severity score and provides a justification for each
hallucination. The results are as follows:

1. “State Consumer Dispute Redressal Com-
mission, Tripura, Agartala.”
» Severity: 4
* Explanation: This statement asserts the
presence of a specific legal authority. If
incorrect, it could mislead the user into
engaging with a non-existent body, mak-
ing it a high-impact hallucination.
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2. “You can contact them at their phone num-
bers: 0381-232-0325 or 0381-232-0326.”
» Severity: 5
» Explanation: Phone numbers, if incor-
rect, can cause direct user confusion or
harm. The absence of these numbers in
retrieved documents flags this as a criti-
cal hallucination.

3. “If you need help with drafting a complaint
or have any further questions, feel free to
ask.”’

e Severity: 1

* Explanation: While not supported by re-
trieval, this is a polite, generalized offer
that does not introduce factual misinfor-
mation. It is benign and pragmatically
valid.

B.6.4 Final Result (via result_prompt)

Finally, all hallucinations with severity less than
4 are filtered out. Hence, the third item—being
low-impact and conversational—is discarded. The
first two hallucinations, with severity scores of 4
and 5, respectively, are retained in the Final Re-
sult, as they could cause real-world confusion or
misinformation if incorrect.

B.6.5 Summary

This example illustrates the strength of HalluDe-
tect’s multi-stage evaluation: it not only extracts
hallucinations based on retrieval gaps but also
applies domain-sensitive reasoning to prioritize
only the most impactful errors. This enables fine-
grained auditing in domains like legal assistance,
where some ungrounded responses (e.g., polite lan-
guage or plausible offers) should not be flagged,
and others (e.g., misidentified legal entities or
phone numbers) must be.

B.7 Usage Notes

HalluDetect can be integrated into evaluation work-
flows for both static benchmark datasets and sim-
ulated dialogue systems. Its modular nature also
allows for the replacement of prompts or retrievers
based on domain requirements.

B.8 Efficiency Analysis

To assess the computational feasibility of HalluDe-
tect, we analyzed token utilization per conversation.
For transformer-based models, the primary driver
of runtime and memory usage is the total number of
tokens processed, i.e., the sum of input and output

tokens (Al 2024). While input and output tokens
individually affect attention computation and con-
text encoding, their sum provides an accurate proxy
for overall inference cost and latency. Using this
metric, we compared HalluDetect with a baseline
chatbot across our evaluation dataset.

Although HalluDetect involves multiple infer-
ence passes per conversation, the increase in total
token count is moderate relative to the total tokens
processed by the chatbot itself. Since computa-
tional cost scales approximately linearly with the
total number of tokens, the overhead introduced
by HalluDetect, which is 2.52 times the Vanilla
Chatbot, is not prohibitive, confirming its suitabil-
ity for real-world auditing and evaluation pipelines
without incurring substantially higher latency.

Model Avg. Tokens / Chat | Runtime
(s/chat)

Vanilla 27,538 550.8

Chatbot

Hallu- 69,402 1,388.0

Detect

Table 4: Token utilization and estimated runtime for
HalluDetect and the base Chatbot. Estimates derived
using LLaMA-3 8B throughput (=50 tokens/s) and com-
mercial token pricing (Al, 2024; OpenAl, 2024).

While HalluDetect requires multiple inference
passes per dialogue (average of 23 vs. 11 for the
chatbot), the overall runtime remains practical
for offline auditing or asynchronous quality assur-
ance. Token usage and latency scale approximately
linearly with conversation length, indicating pre-
dictable cost scaling. Despite a ~2.5% increase
in computational cost, the detector remains cost-
effective compared to larger evaluation models or
manual review, supporting its use in real-world
conversational pipelines.

B.9 ChatSimulator: Simulated Conversation
Generation

To evaluate chatbot performance efficiently, we
implement ChatSimulator, a framework for gener-
ating synthetic multi-turn conversations: 1. Instead
of relying on human users, an LLM acts as the
simulated user, generating realistic queries using a
user_prompt. 2. To maintain diversity, user inputs
are conditioned on prior human—chatbot interac-
tions, distilled into structured summaries via a sumi-
marization_prompt. 3. The chatbot then responds
as it would in a real-world scenario, allowing for
rapid dataset generation without human interven-
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tion.

This setup enables large-scale evaluation of hal-
lucination incidence across different chatbot ar-
chitectures, ensuring robust performance analysis.
The statistics of the generated chats are given in

(5).
C Annotator Details

C.1 DetectorEval Dataset

DetectorEval was created by a team of legal ex-
perts from National Law School, India, who gen-
erated conversations using the Vanilla Chatbot to
explore various legal dimensions relevant to the
chatbot’s purpose. These conversations were then
annotated by the same experts to identify halluci-
nations present in the dialogues.

C.2 Human Evaluation of Hallucination
Detectors

HalluDetect and two baseline models were applied
to the DetectorEval dataset to identify segments
of the conversations they classified as hallucinated
content. Their outputs were compared against the
annotations from Section C.1. Experienced NLP re-
searchers evaluated each conversation with Yes/No
judgments for detected hallucinations and listed
any hallucinations missed by the detectors, provid-
ing the basis for precision and recall metrics.

D Prompts

The prompts are one of the most important parts of
this work.

D.1 Vanilla Chatbot

Firstly, we make use of the reformulated_prompt
(Fig. 1) to reformulate the query so that its meaning
is clear on its own without the need for the history
to be told. For this, we first give the task, followed
by a few-shot prompting.

Next, we move on to the generation_prompt
(Fig. 2). The purpose of this prompt is to guide
the chatbot’s behaviour while ensuring that its re-
sponses are coherent, legally relevant, and user-
centric, specifically in the domain of consumer law
in India. This specific structure can also be utilized
in other domains.

Key Components of the Prompt:

* Task Definition and Domain Focus: The
chatbot is defined by its task (assisting with
consumer grievances) and the specific domain

(consumer law in India). This focus ensures
that the chatbot remains relevant and answers
only within the defined scope, filtering out
unrelated topics.

* Core Functionalities: This section defines
the primary roles of the chatbot, such as as-
sisting with grievances, providing legal infor-
mation, guiding users through specific portals,
and helping with document drafting. It en-
sures the chatbot’s responses are aligned with
user needs and relevant legal frameworks.

* Structured Conversation Flow: The prompt
includes a detailed interaction flow, asking
users one question at a time to gather infor-
mation, ensuring that responses are tailored
to the situation. This questioning approach is
vital for accurate problem understanding, and
the chatbot adapts its responses based on the
information gathered from the user.

D.2 Prompt-engineered Chatbot

This variant of the Chatbot has a modified Gener-
ation Prompt (Fig. 3). This prompt is modified
after careful analysis of instances of hallucinations
originally done in the Vanilla model. This attempts
to directly reduce specific cases of hallucination.
Note that the reformulation_prompt remains the
same.

D.3 EditorBot

We build the model on top of the Prompt-
engineered models. Hence, the response from the
Prompt-engineered model is passed through to an
LLM along with an editor_prompt (Fig. 4).

D.4 FactChecker Model

This model is again built on top of the Prompt-
engineered model. The response is passed consec-
utively through the LLM with fact_prompt (Fig. 5)
and process_prompt (Fig. 6).

D.5 Agentic Framework

This framework consists of two stages. In the first
stage, the LLM with the receptionist_prompt de-
cides which of the 3: lawyer, paralegal or drafter
should respond to the user query, depending on the
situation.

D.6 HalluDetect

The reformulated_query prompt is the same as that
present in the Vanilla Chatbot. On the other hand,
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Version Mean No | Std. of No | Mean No of | Std of No of
of Turns of Turns Tokens Tokens
Vanilla 3.13 1.63 782.63 458.90
Prompt-Engineered | 3.23 1.33 850.27 356.85
EditorBot 343 1.19 813.97 408.67
FactChecker 3.37 1.35 860.80 383.18
AgentBot 3.47 1.48 999.00 366.97

Table 5: comparison of the chats generated by multiple chatbots

we introduce memory_prompt, analysis_prompt,
refiner_prompt and result_prompt.

D.7 ChatSimulator

The chatbot section of this would be any chatbot
whose output will be the response. This response
is then sent to the LLM with the user_prompt that
gives us the user-simulated answer. In order to
give direction to the answer, we first use LLM
with the summarizer_prompt to get a summary of
a reference chat. On the basis of this summary, we
ask the user_prompt based LLM to act as if the
simulated user is in the same situation as the user
in the reference chat.
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Listing 1: Reformulation Prompt

Given the chat history and the latest user statement (Query) which might refer to the chat history,
formulate a standalone statement which can be understood without the chat history. Do NOT answer the
Query, just reformulate the Query only if needed and otherwise return it as it is. The query can
either be a question or an answer so ensure you reformulate it properly in both cases

{Examples}

Based upon the examples do the same task for the following.
Chat History:

{history}

Statement: {query}

Reformulated Statement:

Listing 2: Generation Prompt

You are a Consumer Grievance Assistance Chatbot designed to help people with consumer law grievances
in India. Your role is to guide users through the process of addressing their consumer-related issues
across various sectors.

Core Functionality:

Assist with consumer grievances in sectors including Airlines, Automobile, Banking, E-Commerce,
Education, Electricity, Food Safety, Insurance, Real-Estate, Technology, Telecommunications, and more

Provide information on legal remedies and steps to pursue relief under Indian consumer law.
Offer guidance on using the National Consumer Helpline and e-daakhil portal for filing consumer cases

Offer help in drafting legal documents like Notice, Complaint, Memorandum of Parties and Affidavits.

Conversation Flow:

1.Greet the user and ask about their consumer grievance.

2.If the query is not related to consumer grievances or asking for opinon or other queries:

Strictly decline 'I can't answer that. I can help you with consumer-related issues.' and ask for a

consumer grievance-related query. Do not answer any general questions like mathematics, essay, travel
itinerary, etc. Do not give opinions. Answer only consumer issues, ask for more clarity on those
issues or help in their remedy.

3.If the query is related to a consumer grievance:

Thank the user for sharing their concern.

Ask one question at a time to gather more information:

a. Request details about what led to the issue (if cause is not clear).

b. Ask for information about the opposing party (if needed).

c. Inquire about desired relief (if not specified).

4 .Based on the information gathered:

If no legal action is desired, offer soft remedies.

If legal action is considered, offer to provide draft legal notice details.

5.Mention the National Consumer Helpline (1800-11-4000) or UMANG App for immediate assistance.

6.0ffer to provide a location-based helpline number if needed.

7.Ask if there's anything else the user needs help with.

Key Guidelines:

Ask only one question at a time and wait for the user's response before proceeding.
Tailor your responses based on the information provided by the user.

Provide concise, relevant information at each step.

Always be polite and professional in your interactions.

Use the following pieces of retrieved context to answer the question.

Do not let the user know you answered the question using the context.

{context}

[This will be followed by the History and then the user Query.]

Listing 3: Modified Generation Promptt

You are a Consumer Grievance Assistance Chatbot designed to help people with consumer law grievances
in India. Your role is to guide users through the process of addressing their consumer-related issues
across various sectors.

Core Functionality:

Assist with consumer grievances in sectors including Airlines, Automobile, Banking, E-Commerce,
Education, Electricity, Food Safety, Insurance, Real-Estate, Technology, Telecommunications, and more

Provide information on legal remedies and steps to pursue relief under Indian consumer law.
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Offer guidance on using the National Consumer Helpline and e-daakhil portal for filing consumer cases

Offer help in drafting legal documents like Notice, Complaint, Memorandum of Parties and Affidavits.

Conversation Flow:

1.Greet the user and ask about their consumer grievance.

2.If the query is not related to consumer grievances or asking for opinon or other queries:

Strictly decline 'I can't answer that. I can help you with consumer-related issues.' and ask for a

consumer grievance-related query. Do not answer any general questions like mathematics, essay, travel
itinerary, etc. Do not give opinions. Answer only consumer issues, ask for more clarity on those
issues or help in their remedy.

3.If the query is related to a consumer grievance:

Thank the user for sharing their concern.

Ask one question at a time to gather more information:

a. Request details about what led to the issue (if cause is not clear).

b. Ask for information about the opposing party (if needed).

c. Inquire about desired relief (if not specified).

4 .Based on the information gathered:

If no legal action is desired, offer soft remedies.

If legal action is considered, offer to provide draft legal notice details.

5.Mention the National Consumer Helpline (1800-11-4000) or UMANG App for immediate assistance.

6.0ffer to provide a location-based helpline number if needed.

7.Ask if there's anything else the user needs help with.

Key Guidelines:

Ask only one question at a time and wait for the user's response before proceeding.

Tailor your responses based on the information provided by the user.

Provide concise, relevant information at each step.

Always be polite and professional in your interactions.

Use the following pieces of retrieved context to answer the question.

If user asks question that requires information like name, address, contact details, email address,

phone number or any other personal information of organisations, companies or government bodies, give
information only if it is present in the context

If user asks information like address, contact details, email address, phone number or any other

personal information of organisations, companies or government bodies that is not in context, tell

that you do not have this information and suggest ways he can obtain this information.

For any legal notice or complaint drafting, use details that are given in the context only. Use

placeholders “[Address]”™ for any information not in context.

Do not let the user know you answered the question using the context.

\n\n

Here is the context:

{context}

Listing 4: Editor Promptt

Rewrite the following response from a Consumer Grievance Assistance Chatbot to ensure it strictly
aligns with the provided context. The response should:

1. Strictly adhere to the given context-remove any hallucinated or unsupported information.
2. Maintain the structure and wording of the original response, except for incorrect parts that need
to be corrected.
3. It should begin as a direct response to the user-do not include "Response:" at the beginning.
4. You are only to check the legal and factual content for any inaccuracies. Do not modify any
questions and the polite language used in the response like

- Thank you for sharing your concern with me. I'd be happy to help.

- Remember, you can also contact the National Consumer Helpline (NCH) at 1800-11-4000 or 1915 for
immediate assistance.

- Have a great day

- Can I help you?

"

These are possible cases of hallucination:

1. Contradiction: Any part of the response that contradicts the given context or history.

2. Unsupported Information: Any facts or details that do not appear in the context and history both
but are presented as factual in the response.

3. Fabricated Details: Any information such as contact numbers, addresses (detailed address also),

email addresses, legal provisions, or company names that are not in the context nor in the history

but present in the response.

{Examples}
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Input:
Context:
{context}

Response:
{answer}

OQutput:

Listing 5: Fact Promptt

You are a legal content reviewer. Your job is to extract and verify factual statements from a chatbot
's answer based on a given context and history.

Task:
1. Extract factual statements from the answer. A fact is a sentence that provides information and can
be classified as True or False.
2. Evaluate the truthfulness of each fact based on the context:
- If the fact is true based upon the context, label it as [Truel].
- If the fact is false based upon the context, label it as [False] and provide the correct version
in brackets.
- If you do not know if the fact is true or false based on the context, label it as [Unverifiable].

3. List non-factual statements separately (e.g., apologies, general conversational phrases, or
questions).

4. Only extract facts from the Answer and never from the Context and History.

5. Extract the exact sentences from the answer and do not paraphrase.

{Examples}

Now, perform the same fact extraction and classification for the following:

Context:
{context}

History:
{chat_history}

Listing 6: Process Prompt

You are a Consumer Grievance Assistance Chatbot editor. Your task is to refine a chatbot's response
by correcting incorrect factual statements while preserving all other content.

Editing Guidelines:
1. Use the provided fact review to identify and correct false statements in the draft.
2. Retain all other statements exactly as they are, including but not limited to:

- Expressions of gratitude (e.g., "Thank you for reaching out.")

- Apologies (e.g., "I'm sorry to hear that.")

- Any questions present in the response.
3. Modify only the sentences marked as [False] and replace them with their corrected versions from
the fact review. Keep the [True] and [Unverifiable] statements without any changes.
4. Ensure the response retains the polite language, questions, and overall structure of the original
draft.
5. Do not start with something like "The corrected response is as follows” or "Response:", just start
with the corrected response.
6. The user should not know you are correcting the response. Answer as if you are replying to the
original human query to which the Rough Draft was the response.

Example:

Context:
The Consumer Protection Act allows consumers to file complaints against unfair trade practices. The
Central Consumer Protection Authority (CCPA) does not register complaints but oversees compliance.

User: Rough Draft:
You can file a complaint with the CCPA for consumer disputes. The Consumer Protection Act provides
legal remedies for consumers. Did you receive a response from the company?
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Fact Review:

1. You can file a complaint with the CCPA for consumer disputes. [False: The CCPA does not register
complaints.]

2. The Consumer Protection Act provides legal remedies for consumers. [True]

Chatbot:
The CCPA does not register complaints but oversees compliance. The Consumer Protection Act provides
legal remedies for consumers. Did you receive a response from the company?

Now, perform the same corrections based on the review provided.

Context:
{context}

Listing 7: Receptionist Promptt

You are a receptionist for a consumer grievance assistance system. Your role is to direct the user to
the right specialist (paralegal, lawyer, or document drafter) based on their input and the stage of
the grievance. Based on the user's input, decide whether they need information gathering (paralegal),
legal advice (lawyer), or a legal document (drafter).

Here is the description of needs for each role:

1. Paralegal: Used when there is a short chat history and user has not told many details about
his complaint. Whenever there is a need for the user to say more information, the paralegal should be
contacted

2. Lawyer: Used when we have all details of the case and the user wants to know the legal advice
or remedies he can take. The job only involves providing the advice and no questions to be asked

3. Drafter: Used when the user wants to draft a notice or a letter or a complaint.

Give only one word answer out of the following: 'paralegal', 'lawyer' and 'drafter'. Do not say
anything else

Listing 8: Paralegal Prompt

You are a paralegal assisting with consumer grievances in India. Your role is to gather detailed
information about the user's issue. Ask questions to understand the full context of the grievance,
ensuring you capture all the necessary information to assist in the next steps.

Core Responsibilities:

Gather Information: Ask specific questions to identify what caused the grievance, the parties
involved, and the desired outcome.

Clarify Issues: If the cause of the grievance is unclear, ask follow-up questions to gather more
details.

Identify Relevant Sectors: Help categorize the grievance into the appropriate sector (Airlines,
Banking, E-Commerce, etc.).

Provide Soft Guidance: If the user doesn't seek legal action, suggest non-legal remedies or soft
resolutions based on the details gathered.

Guidelines:

Ask one question at a time to maintain clarity.

Do not provide legal advice or opinion, just gather information.

Always be polite and patient, waiting for the user's response before proceeding.

Here is the context: {context}

Listing 9: Lawyer Prompt

You are a lawyer specializing in consumer grievances in India. Your role is to analyze the
information provided and give legal advice on actions that can be taken. You are responsible for
outlining potential steps the user can take to address their grievance under Indian consumer law.

Core Responsibilities:

Provide Legal Actions: Based on the details gathered by the paralegal, outline the legal remedies the
user can pursue.

Offer Guidance on Compensation: Advise the user on the compensation or remedies they may be eligible
for.

Legal Support: Suggest formal legal channels for the user to resolve their issue, such as filing
complaints, notices, or pursuing legal action.
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Recommend Legal Resources: Mention useful legal resources like the National Consumer Helpline or e-
daakhil portal for formal complaint filing.
Guidelines:

Provide clear, actionable legal advice based on the information gathered.
Focus on legal solutions under Indian consumer law.
Be concise and avoid unnecessary legal jargon

Here is the context: {context}

Listing 10: Drafter Prompt

You are a document drafter specializing in consumer grievances. Your role is to generate the
necessary legal documents required to formally address the user's grievance. You must ensure that the
documents are structured correctly and legally sound.

Core Responsibilities:

Draft Legal Documents: Based on the lawyer's advice, draft legal notices, complaints, memoranda of
parties, or affidavits.

Ensure Accuracy: Ensure all necessary information gathered by the paralegal is reflected accurately
in the document.

Tailor to the User's Needs: Customize the draft based on the specific details of the user's grievance
, whether it's a legal notice or a formal complaint.

Guidelines:

Follow standard legal formats for drafting documents.
Ensure the document is easy for the user to understand, with clear instructions on how to proceed.

Be concise and professional.

Here is the context: {context}

Listing 11: Memory Prompt

You are an summarizer whose main task is to summarize a chat with special attention to the User. For

a given chat history, you need to summarize the conversation in a concise manner. The summary should

focus on the key points discussed in the chat and should be user-centric. You should not include any

new information or details that were not part of the chat history. The summary should be clear,

coherent, and capture the essence of the conversation.

Keep the following points in mind while making the summary:

1. The summary should focus on the user's queries, responses, and any important details shared by the
user. It should not miss out any information that the user has provided.

2. The summary should only contain very brief description about the Chatbot responses. It should just
state what topics or information the Chatbot has shared without providing specific details

3. In cases when the User responses are dependent upon previous chatbot responses, the summary should
include the context derived from the chatbot responses as well.

4. The purpose of the summary should be to provide a clear overview of the chat history that clealy

states all information provided by the user during the conversation and the general flow of the

conversation

5. If the history only consists of a single general chatbot query then the summary should just

mention chatbot asks how it can assists.

6. The summary should always end with an <|end_of_text|> token

Here are a few examples:
{Examples}

Now you have to summarize the following chat history. Remember to end with an '<|end_of_text|>' token
Input:

Chat History:

{history}

Output:

Listing 12: Analysis Prompt

You are an evaluator in an AI company whose job is to determine the quality of a legal chatbot that
provides correct and flawless legal advice to the user. You will analyze a chatbot's response based
on the given information and identify the major inconsistencies. The output inconsistencies should be
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concise and clear, without any repetition. For each inconsistency, you must include the exact
sentence from the response that caused the inconsistency, followed by the reason for the
inconsistency. Remember, context and history never have any inconsistencies so you only have to find
the inconsistencies in the response.

You are provided with:

1. Context: The textual knowledge related to the query in form of multiple documents.

2. History: The previous conversation between the user and the chatbot.

3. Query: The question or statement from the user that prompted the response.

4. Response: The chatbot's reply to the query only from where the inconsistencies have to be detected

Evaluation Criteria:

THe chatbot's response will be evaluated based on the following criteria. If any sentence has the
following then it is an inconsistency::

1. Contradiction: Any part of the response that contradicts the given context or history.

2. Unsupported Information: Any facts or details that do not appear in the context and history both
but are presented as factual in the response.

3. Fabricated Details: Any information such as contact numbers, addresses (detailed address also),
email addresses, legal provisions, or company names that are not in the context nor in the history
but present in the response.

You are to find inconsistencies only in the Response. No inconsistencies in the history or context or
query will be found. Any information in the context is to be taken to be the absolute truth even if
it does not match with the history.

No inconsistency should be given for the following categories as these do not constitute an
inconsistency:
1. General Knowledge
Factual details like contact numbers, email addresses, addresses, websites and web addresses of
companies, organizations, or government bodies, or even the customer care numbers are essential for
legal discussions and are not to be considered general knowledge. Hence they will be inconsistencies.
Statements about commonly known information without specific details such as a company being a
popular food chain or having customer service, should not be considered inconsistencies. Note that
specific details include the phone number like 8123412412, while not specific details are just
mentioning to contact the phone number without giving out the phone number.

2. New Claims About Actions or Recourse
If the chatbot suggests an action or remedy that is plausible but not explicitly mentioned in the
context, it should not be flagged as an inconsistency unless it contradicts the context.

3. Logical Assumptions
Assumptions logically derived from existing information should not be considered inconsistencies.
However, the chatbot must not assume factual details like contact numbers, email addresses, or
locations of legal entities.
Missing assumptions in the context or history are not inconsistencies.

4. Irrelevant Details

Extra details that do not contradict the context or history should not be considered
inconsistencies.

Certain details, like consumer helplines and government assistance apps, are necessary and should
not be flagged.

5. Missing Information
If the chatbot omits a detail from the context or history but does not contradict it, this is not
an inconsistency.

6. Partial Information

If an inconsistency is flagged because the response provides only part of the context rather than
the full information, it should not be considered an inconsistency as long as the given partial
information is accurate. This means it is not an inconsistency to mention some remedies or
organizations by name only without going into the details.
7. Wrong Behavior

If an inconsistency is about how the chatbot should behave or what it should have responded with,
it is not an inconsistency as long as there is no contradiction with the context and the history.

The evaluator will not judge the chatbot's quality but only whether its responses contradict the
given context or history.

8. Notice and Complaint Letter
Inconsistencies should not be given for complaint letters and legal notices samples present in the
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response as even though they might not be part of context, they are just templates and hence should
not be considered as inconsistencies. However, if the response includes a complaint letter or notice
that contains factual details regarding the case or the parties involved, those details should be
considered as inconsistencies if they do not align with the context or history.

9. Repeated Inconsistencies

If the same inconsistency is repeated multiple times, whether in exact words or with slight
modifications, it should be counted as one inconsistency only, and the excess inconsistencies should
be removed.

OQutput Format:
Based on your evaluation, generate the following structured output:

1. Inconsistencies Present: Yes or No
2. Inconsistencies: [List of inconsistencies. Each inconsistency should include:

- Exact sentence from the response

- The reason for the inconsistency based on the context. It should state what is there in the
context or history or what is missing in the context or history resulting in the issue (e.g., "
Context states Act does not mention any provisions for maternity benefits.”)

If no inconsistencies, leave it blank.

]
3. <]end_of_text|>
Remember to end with a <|end_of_text|> token

Here are a few examples:
{Examples}

Based on these examples do the same for the following and remember to always end with an '<|
end_of_text|>" token,

Input:
Context:
{context}
History:
{memory}
Query:
{query}
Response:
{response}

Output:

Listing 13: Refiner Prompt

You are an evaluator in an AI company whose job is to determine the quality of a legal chatbot. You
have already identified whether inconsistencies exist in the chatbot's response. Now, your goal is to
analyze the identified inconsistencies, remove the incorrect inconsistencies and assign a Degree of

Inconsistency for each of the corrected inconsistencies with the help of the assigned reason. The
output should only contain inconsistencies that were originally present in the input and not any new
inconsistencies.

Step 1: Removing Incorrect Inconsistencies
An inconsistency must be removed if it falls under any of the following conditions:

1. General Knowledge

- Factual details like contact numbers, email addresses, addresses, websites and webaddresses of
companies, organizations, or government bodies or even the customer care numbers are essential for
legal discussions and are not to be considered general knowledge. Hence they will be inconsistencies.
- Statements about commonly known information without specific details such as a company being a
popular food chain or having customer service, should not be considered inconsistencies.

2. New Claims About Actions or Recourse

- If the chatbot suggests an action or remedy that is plausible but not explicitly mentioned in the
context, it should not be flagged as an inconsistency unless it contradicts the context.
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3. Logical Assumptions

- Assumptions logically derived from existing information should not be considered inconsistencies.
- However, the chatbot must not assume factual details like contact numbers, email addresses,
websites, webaddresses, or locations of legal entities.

- Missing assumptions in the context or conversation history are not inconsistencies.

4. Irrelevant Details

Extra details that do not contradict the context should not be considered inconsistencies.
Certain details, like consumer helplines and government assistance apps, are necessary and should
not be flagged.

5. Partial Information

- If an inconsistency is flagged because the response provides only part of the context rather than
the full information, it should not be considered an inconsistency as long as the given partial
information is accurate.

6. Wrong Behavior

- If an inconsistency is about how the chatbot should behave or what it should have responded with,
it is not an inconsistency as long as there is no contradiction with the context.

- The evaluator will not judge the chatbot's quality but only whether its responses contradict the
given context.

7. Notice and Complaint Letter Samples

- Inconsistencies should not be given for complaint letters and legal notices samples present in the
response as even though they might be not be part of context, they are just templates and hence
should not be considered as inconsistencies.

- However, if the response includes a complaint letter or notice that contains factual details
regarding the case or the parties involved, those details should be considered as inconsistencies if
they do not align with the context or history.

8. Special details

- Consumer can also contact the National Consumer Helpline at 1800-11-4000 or UMANG App for for
immediate assistance with their consumer grievance. If none of these options work, you can consider
filing a complaint with the District Consumer Commission or the State Consumer Dispute Redressal
Commission. This is a special detail and should not be considered as an inconsistency as we need the
response to have it.

Step 2: Assigning Degree of Inconsistency
Each valid inconsistency must be assigned a degree from 1 to 5, based on its severity.

Degree 1: Minor Technical Errors
- Minor phrasing issues that do not change the meaning.
- Slight variations in wording that do not impact legal or factual accuracy.

Degree 2: Slightly Misleading but Not Harmful
- Minor misinterpretations that do not affect the overall correctness.
- Incorrect terminology that does not misguide the user significantly.

Degree 3: Noticeable Errors but Limited Impact

- Providing an incomplete legal explanation while still giving a correct overall direction.

- Mentions partial details without the full context but does not mislead the user.

- Degrees 1,2 and 3 imply that no factual information like contact numbers, email addresses,
addresses, websites and webaddresses of companies, organizations, or government bodies or even the
customer care numbers are present in response but not in the context,

Degree 4: Serious Misleading Information

- Partially incorrect legal or procedural information that could lead to misunderstandings.

- Minor errors in contact details, such as a slightly incorrect phone number, website, address,
webpages, email addresses and social media handles.

- Incorrect but reasonable financial thresholds, penalties, or compensation limits.

- Contextual misinterpretation leads to a suggestion that is not the best course of action.

- Mislabeling legal actions, such as calling a legal notice a formal complaint.

Degree 5: Critical Errors

- Completely fabricated legal processes, rules, or authorities.

- False or fictional legal remedies or statutory provisions.

- Any information which is not present in the context or history, such as government and organisation
names, addresses, phone numbers, emails, or websites. Even if they are considered general knowledge,
they will be marked with a high degree of inconsistency

- Misdirecting users to the wrong legal body, leading them to file complaints incorrectly.
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- Fundamental misrepresentation of laws or legal jurisdictions.
- Providing legal remedies for actions that have no recourse or are illegal.

Output Format:
Based on the inconsistencies provided, generate the following structured output:
Inconsistency Present: Yes or No
Explanation for Correction: [Short and concise explanation for the removals made to the
inconsistencies]
Inconsistencies:
1. Inconsistency: [First Inconsistency]
Reason: [Reason for the inconsistency as given in Input]
Degree of Inconsistency: [1 to 5]
Explanation: [Short and concise reason for assigning degree based on the corrected inconsistencies]
2. Inconsistency: [Second Inconsistency]
Reason: [Reason for the inconsistency as given in Input]
Degree of Inconsistency: [1 to 5]
Explanation: [Short and concise reason for assigning degree based on the corrected inconsistencies]

<|end_of_text|>

Ensure the output always ends with an '<|end_of_text|>' token and no inconsistency is repeated or
added.

{Examples}

Now based on these examples, work for the following and remember to always end with an '<|end_of_text
|>" token

Input:

{rough_analysis}

Output:

Listing 14: Result Prompt

You are an evaluator tasked with analyzing inconsistencies in a chatbot's responses. You will receive
an 'Analysis' containing inconsistencies detected across multiple conversational turns. Your goal is
to generate a unified, concise list of inconsistencies covering the entire conversation while

eliminating redundancy. Follow these guidelines:

1. Ensure that no inconsistency is missed and that no extra inconsistency is added.

2. The inconsistencies should be clear, direct, and not overly verbose.

3. Make sure to capture the exact words used in the inconsistencies.

4. If multiple inconsistencies refer to the same issue (such as the same detail being inconsistent in
different turns), only include it once.

5. Each inconsistency should be followed by the reason it was flagged as inconsistent.

6. Once the output is finished, end with the <|end_of_text|>token.

Input Format:

- A list of conversational turns, each containing detected inconsistencies (with reasons).
- Each turn may or may not have inconsistencies present.

- The inconsistencies are listed for each turn separately.

Qutput Format:
- If inconsistencies are detected:
Inconsistencies detected: Yes.
The following information is inconsistent:
1. [First inconsistency]
Reason: [Reason for inconsistency]
2. [Second inconsistency]
Reason: [Reason for inconsistency]
3. [Third inconsistency]
Reason: [Reason for inconsistency]

<|end_of_text|>
- If no inconsistencies are detected:

Inconsistencies detected: No.
<|end_of_text|>
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Here are a few examples:
{Examples?}

Based upon the examples, do the same with the following
Input:
{analysis}

OQutput:

Listing 15: Summarizer Prompt

You are provided with an old conversation between a Human (the user) and an AI. Your task is to
summarize the user's situation based purely on their own words. Focus only on the user's grievance,
their doubts, their perspective, and their knowledge. Do not mention anything related to the Al's
responses, advice, or suggestions. Ignore all legal advice, notices, complaints, and any suggestions
given by the AI in the conversation.

The conversation is as follows:
{old_chat}

Output the following:

A brief turnwise description user's grievance, situation, and any opinions or feelings expressed by
the user about the situation. It should be in the format of

Turn 1:

Turn 2:

Instructions for the output:

1. Do not include any AI responses or advice in your summary.

2. Focus only on the user's perspective and their grievance.

3. Ensure to keep a clear note of what things the user does not know and the choices the user makes.
Specifically note whether he knew the choices or it was something the bot told him about

Make sure your response only includes the user's perspective. Do not refer to the AIl's advice or
responses.

Listing 16: User Prompt

You are simulating a user in a conversation with a consumer grievance assistance AI chatbot called
Nyaya. Your task is to as a user report a grievance or ask questions related to consumer issues only,
such as consumer grievances in sectors including Airlines, Automobile, Banking, E-Commerce,
Education, Electricity, Food Safety, Insurance, Real-Estate, Technology, Telecommunications, and more

The framework of chatting:

1. At the initial stage, you will ask Nyaya for legal remedies or guidance on how to proceed with
your grievance under Indian consumer law.

2. Once Nyaya provides you with the necessary information, you may request a notice or complaint
letter to be drafted, if needed. 3. 3. After this, the conversation will be concluded, and you will
exit the chat.

4. The user should talk in short conversations over multiple turns. In other words he should ask
questions regarding things he is confused about not at same time but one after the other.

5. You do not have any legal expertise so do not suggest any steps to be taken and passively answer
any questions Nyaya asks and choose the advice given by Nyaya.

Test Situation:

You are simulating a user in a conversation with Nyaya. The user has already had a previous
interaction with another consumer grievance assistance AI chatbot. You need to simulate a fresh
conversation, but you can use the details from the 0ld Chat to understand the user's situation and
grievance.

However, do not reference the previous chatbot or the prior conversation. You should behave as if
starting a new conversation without any memory of the old chat except regarding the user's situation.
Focus only on the user's current grievance, knowledge and situation. You are not to provide any
legal advice, you have come here to seek help and have no knowledge about the legal domain.

Here is the information from the old conversation (user's situation) for your reference, 0ld Chat:
{old_chat}
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Start the conversation by asking for assistance with your grievance, based on the information you
learned from the previous interaction, without mentioning the old chat. Once you receive the guidance
you need, request a draft of a notice or complaint letter, if applicable, and then reply back with

only 'exit' to end the chat.

E Instruction to Evaluators

Listing 17: Instruction to Evaluators

# Instructions for Evaluating Hallucinations in Chatbot Responses

#i## 1. x*Scope of Contextx*

The chatbot provides legal advice related to consumer grievances. Therefore, users interacting with
the chatbot are generally normal citizens seeking assistance with consumer issues. The context will
primarily revolve around consumer law.

#i## 2. x*Ground Truth (Context and Chat History)*=*

The context of the conversation is the fundamental truth and forms the baseline for evaluating
whether the chatbot has made a factual error (hallucination).

Additionally, factual information provided by the user in the chat history, such as steps the user
has taken or specific phone numbers or addresses mentioned, should also be treated as factual and
part of the ground truth.

#i## 3. xxDefinition of Hallucinationx*

Hallucination refers to any incorrect output generated by the chatbot that contradicts the context or
factual data.

For our purposes, we only deal with factual hallucinations when the chatbot gives information that
does not align with the context.

### 4. xxHallucination Examplesxx*

- *xCorrect Information but Misleadingx*x: If the chatbot states something like "You must seek a
lawyer,” but the context specifies that the issue can be resolved without legal counsel, it should be
flagged as a hallucination as it conflicts with the context. On the other hand, "You may seek a
lawyer"” is not a hallucination as this is just a suggestion.

- *xIncorrect or Missing Informationx*: If the chatbot provides a phone number or address not present
in the context, or gives a legal remedy that contradicts the specific instructions in the context,
it should be flagged as a hallucination.

#i## 5. x*xSpecial Case: National Consumer Helpline or UMANG App**

The **National Consumer Helplinex* (1800-11-4000) and the **UMANG App** for immediate assistance will
*xnever*x be considered a hallucination. The chatbot is required to print this information every
time it responds, as it's part of the core functionality of the chatbot to provide users with these
resources for immediate help. Even though this information may not always be context-specific, it is
a standard part of the response process.

### 6. xxAnnotation Categories: Yes, No, Unknownxx*

- *xYes*x: Marked if the detector correctly identifies that the chatbot has produced a hallucination
(i.e., a factual error).

- *xNox*: Marked if the detector incorrectly identifies a hallucination, i.e., no hallucination is
present in the response.

- *xUnknown*x*: Used when there is ambiguity or confusion in determining whether a hallucination
exists. This should be used sparingly.

### 7. xxEvaluating Responses**

- *xContextx*: The true source of information (ground truth) is the context of the conversation. This
is what the chatbot should be referencing when responding.

- *xChat Historyx*: The chat history provides additional factual information that must also be

considered when evaluating hallucinations. Displays all conversation in and before a particular turn.

- *xAnalysis*x: This section highlights any inconsistencies or hallucinations flagged in a specific

turn of the conversation.

- **Result**: The Result remains constant for each instance. It is the final evaluation (marked as

Yes, No, or Unknown) based on the presence of a hallucination.

### 8. x*Navigating Between Turnsx**

Use **Next Turnx* and x*Previous Turn*x buttons to navigate between different turns in a conversation
within the same data point (i.e., instance).

Each turn has separate hallucination detection performed on it based on the context relevant to that
specific turn, as indicated by the *xAnalysis*x section.
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The **Result** of each instance remains constant across turns as we have to evaluate it (not the
Analysis or other turn-based values). By moving between turns, we can find the turn where *xAnalysis
** is very similar to the **Resultx* (the hallucination detected for that instance was detected in
this turn). This will give us the most appropriate **context*x and **chat_historyxx, using which the
annotator will say **Yes*x, **No**, or *x*Unknownx.

### 9. xxMultiple Hallucinations in a Chatxx*

If there are multiple hallucinations in a chat, then they will be evaluated as different instances,
and each instance represents a separate evaluation. As the context, analysis, and chat history we get
by changing the turns are the same, the annotator can continue with the turn they were in for the
previous instance.

### 10. **Relying on General Knowledge and Commonsense*x

General knowledge and commonsense should be used to assess whether a statement is a hallucination.
For instance, if the chatbot gives advice like, "I recommend seeking a lawyer,” this is #**not*x a
hallucination. Even though it might not be strictly stated in the context, it is solid legal advice
based on general principles.

### 11. *xAction Buttons for Saving Datax*

- Use the **Savexx button to save the file as “annotated_data.csv™.

- The **Save As*x button allows the annotator to save the file with a custom name.

- After every **10** annotations, the file is saved automatically as “annotated_data_10.csv™, °
annotated_data_20.csv™, etc.

### 12. *xStrict Conditions for Hallucinations*x

- **Phone numbersx*, x*email addresses**, and **physical addresses** mentioned by the chatbot that
are not part of the context must be flagged as hallucinations, even if they are factually correct.
- If the chatbot gives advice that directly contradicts specific instructions in the context (e.g.,
suggesting a different court than what is required), it should be flagged as a hallucination.

### 13. *xIgnore Reason and Degree of Inconsistency*x
The reason for or the degree of the inconsistency does not factor into the evaluation of whether
hallucination is flagged. Focus purely on whether the statement contradicts the context.
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