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Abstract

Automatic prompt optimization (APO) uses al-
gorithms to automatically refine prompts for
LLMs, effectively reducing human effort in
prompt engineering. However, applying APO
to memory-enhanced conversational agents
presents unique challenges. These agents lever-
age memory to retain information from histori-
cal interactions with users and provide context-
aware and personalized responses. Optimiz-
ing prompts for these agents is challenging
due to their complex, interconnected modules
that include memory writing, reading, and
response generation. This paper introduces
a data-efficient framework for APO in these
agents. Our approach leverages LLMs to holis-
tically optimize the prompts of all agents. We
also introduce an automated evaluation mod-
ule that not only provides a quality score for
responses but also performs error attribution,
pinpointing failures within the specific mod-
ules. More importantly, to ensure the evalua-
tion module aligns with human judgment, we
develop a data-efficient active sampling algo-
rithm with convex optimization to select the
most informative samples for human feedback
and prompt improvement. We conducted ex-
periments on two health-related conversation
datasets to demonstrate the effectiveness of the
proposed framework.

1 Introduction

Large Language Model-powered conversational
agents are widely deployed in real-world applica-
tions. They are typically configured via natural
language instructions, or prompts. The quality of
the LLMs’ output often depends on the prompt’s
specific structure and phrasing. This leads to the
emergence of prompt engineering, a sophisticated
process of designing prompts that elicit optimal
and intended responses. However, manual prompt
engineering is time-consuming and relies heavily
on human expertise and extensive trial-and-error.
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The optimal prompt for a given task is often non-
obvious, and subtle changes in wording can lead
to drastically different outcomes, making it a chal-
lenging and resource-intensive endeavor.

To overcome the limitations of manual de-
sign, practitioners have shifted towards automatic
prompt optimization (APO). APO leverages com-
putational methods to systematically optimize
prompts, treating the prompt itself as a parameter to
be optimized. By using various techniques, includ-
ing discrete search algorithms, gradient-based opti-
mization, and even LLMs themselves to generate
and refine prompts, APO can explore a large search
space of potential candidates more efficiently than
humans (Ramnath et al., 2025).

While APO has shown promise for optimizing
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single-turn interactions, its application to memory-
enhanced conversational agents presents unique
and significant challenges. Those agents usually
operate through an intricate mechanism: they store
historical interaction with the environment in a
memory database, process this stored data for fu-
ture use, and then leverage it for subsequent ac-
tions (Zhang et al., 2024). For example, a memory-
enhanced chatbot can remember details from his-
torical conversations to provide users with more
personalized responses in the future. An exam-
ple workflow of such chatbots is summarized in
Fig. 1. This memory-enhanced architecture inher-
ently complicates prompt engineering, as it moves
beyond a single LLM call for response generation.
Instead, it involves a sequence of LLM inferences,
each governed by its own prompt, for tasks such
as writing salient information to memory, reading
relevant memories when needed, and integrating
retrieved memories into the final response gener-
ation. Moreover, these memory write, read, and
generation modules are deeply integrated, mean-
ing a suboptimal final response could stem from a
flaw in any one of the corresponding prompts. Con-
sequently, this complicates the feedback process
required by APO (APO needs feedback on whether
aresponse is good or bad to optimize prompts). Ob-
taining reliable feedback is non-trivial, and relying
on human evaluation can be expensive, particularly
in specialized domains like healthcare.

This paper introduces a framework for data-
efficient APO, specifically tailored for the intricate
architecture of memory-enhanced conversational
agents. Our approach is built upon an automatic
mechanism that holistically optimizes the prompts
governing three interconnected modules: memory
writing, memory reading, and response generation.
This framework also integrates an evaluation mod-
ule that leverages the LLM to assess the quality of
the final generated text. This evaluator not only
assigns a quality score but also performs error attri-
bution, pinpointing whether a suboptimal response
stems from a failure in the memory writing, read-
ing, or text generation stage. In this way, the eval-
uation module provides clear signals to guide the
direction of optimization, and enables rapid and
scalable optimization cycles.

While the LLM-based evaluator is effective, we
recognize that it is not perfect, and human judg-
ment remains the gold standard for conversational
assessment. To this end, we integrate a human-in-
the-loop process to calibrate the evaluation module

and ensure its alignment with the criteria from hu-
man experts. To make this calibration maximally
efficient, we formulate a mathematical optimiza-
tion problem that strategically selects the most rep-
resentative and informative data samples for human
review, a method more efficient than existing sam-
pling mechanisms. The high-level workflow of the
proposed method is summarized in Fig. 2.
In summary, the contributions are:

* A holistic framework for the automatic prompt
optimization of memory-writing, memory-
reading, and response generation, with an LLM-
powered evaluation module with automatic error
attribution;

* A data-efficient active sampling algorithm for hu-
man evaluation and sample selection for prompt
optimization, with mathematical guarantee of a
tractable solution;

* To our knowledge, this work is the first to explore
the algorithm for APO for memory-enhanced
conversational agents.

A real-world application of the proposed algorithm
is described in Figs 3 and 4. The experiment evalua-
tion is conducted with health-related datasets. How-
ever, the method itself is algorithmically general
and not intrinsically limited to health. Its underly-
ing principles are designed to be domain-agnostic
and can be potentially applied to other areas.

2 Related Work

Memory Mechanism in Conversational Agent.
Memory mechanisms empower LLM-based con-
versational agents by allowing them to maintain
contextual continuity and improve interaction qual-
ity (Zhang et al., 2024). For example, the Memory-
Bank framework(Zhong et al., 2024) equips LLMs
with long-term memory capabilities, enabling them
to adapt to user personalities and retain relevant in-
formation over extended interactions. (Wang et al.,
2023b) designed a memory module that enables
agents to remember past behaviors and evolve dy-
namically within their environments, inspired by
human memory mechanisms from cognitive neuro-
science. Additionally, (Wang et al., 2023a) devel-
oped the Self-Controlled Memory framework with
an LLM-based controller to determine the timing
and format of when and how to retrieve memory.

Automatic Prompt Optimization. APO can be
implemented in multiple ways, such as paraphras-
ing to produce diverse prompt candidates (Prasad
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Figure 3: Illustrative Example of Memory-Enhanced Conversational Agent for Health Coaching

et al., 2022). Recent works have used LLMs for
generating and assessing prompts. For example,
Automatic Prompt Engineering (Zhou et al., 2022)
introduced an iterative prompt creation process in-
formed by LLM feedback. (He et al., 2024) pro-
posed Error-reflection methods to refine prompts
and examine erroneous predictions. Additional
techniques have incorporated past prompt perfor-
mance data (Yang et al., 2023), expert-guided plan-
ning (Wang et al., 2023c), and heuristic-driven
prompt selection (Wen et al., 2025; Cui et al., 2025).
(Chen et al., 2024) proposes heuristic-based sam-
pling to prioritize promising prompts based on hu-
man feedback. It should be noted that most exist-
ing approaches heavily rely on extensive labeling,
posing challenges for scenarios with limited bud-
gets. To achieve data efficiency, active learning is
a candidate solution that leverages machine learn-
ing algorithms to select the most informative data
points for annotation.

Active Learning. The core principle of active
learning involves an iterative cycle: the model is
trained on a small set of labeled examples, it then
identifies and requests labels for the most benefi-
cial unlabeled data points, and the newly labeled
data is incorporated into the training set for the
next iteration. This human-in-the-loop approach
is fundamental, as the algorithm relies on exter-
nal input to create the "ground-truth" labels neces-
sary for learning. Common approaches of active
learning usually prioritize samples based on uncer-
tainty, diversity, or representativeness (Ren et al.,
2021). The application of active learning in NLP
has been explored for tasks like text classification,
named entity recognition, and parsing (Zhang et al.,
2022). Recently, research has begun to bridge ac-
tive learning with prompt optimization for LLMs.

For instance, Active-Prompt selectively annotates
uncertain questions to enhance chain-of-thought
reasoning (Diao et al., 2023). Another line of work
employs AL to refine LLM-as-a-Judge systems in
label-scarce environments by iteratively selecting
and scoring data subsets (Zhen et al., 2025). Our
work contributes to this area by proposing a frame-
work that integrates an active learning algorithm
for APO in memory-enhanced agents.

3 Preliminary

The common workflow of memory-enhanced con-
versational agents may be summarized into 3 opera-
tions: 1) Memory Writing: Extracting information
from historical conversations and saving it to a
memory database;

Myrite = fwrite ($histow) (D

where f denotes an LLM call. Ideally, myice
should be in compact form so that it only consumes
limited memory storage.

2) Memory Reading: Retrieving relevant mem-
ories from the database to help form a response.

Myread = fread({mwrite}a xuser) 2)
where xs; denotes user message, myeaq denotes
the retrieved memory relevant to user message.

3) Response Generation: Using the retrieved
memories to generate a context-aware response.

Yy = fgen(mreada $user) (3)
We also summarize an example application of con-

versational health coaching in Fig. 3.

4 Methodology

We first describe how APO can be applied to
memory-enhanced agents, and then introduce the
data-efficient APO approach.
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Conventional APO can be described as

2"V = fAPO({(wusery Y, S)’i}> ZOld) )

old new

where z°¢ and 2"V are the old prompt and the up-
dated prompt, respectively. APO uses LLMs to sug-
gest improvements for prompts by analyzing a set
of data samples {(xyser, ¥, s); } that includes user
messages, responses, and the corresponding feed-
back. Feedback s can be evaluation scores from
humans or LLMs. However, memory-enhanced
agents are more complex. They rely on a series of
interconnected modules. To apply APO, we need to
update multiple agents Z, including memory read,
memory write, and generation:

Znew :pro({(-Tusery Thistory s

Mywrite; Mread, Y, S, a)i}v ZOld)

)

where Z = {Zrcad, Zwrite, Zgeneration }- @ denotes op-
tional error attribution for a non-perfect score, and
will be discussed later.

We identify two challenges of implementing
Eq.5: 1) Getting useful feedback in an efficient
way (Section 4.1-4.2). 2) Selecting representative
data samples for prompt optimization (Section 4.3).

4.1 Evauation Module with Error Attribution

Human evaluation is reliable but can be expensive,
especially when evaluation requires domain knowl-
edge. In contrast, LLM-based evaluation is cheaper
but its quality may not align with human experts.
Therefore, we propose a hybrid approach where hu-
man and LLM evaluators collaborate. Specifically,
we designed an LLM-based evaluator that evalu-
ates response y by assigning a score s. If s is low,
the evaluator also outputs attribution a specifying
which specific module is responsible for it.

a,s = feval(y7 ZLuser, Lhistory ; Mwrites ™Mread, ZOld)

(6)
A poor response can stem from several issues: The
system might fail to 1) store accurate or relevant
information in its memory, 2) retrieve the correct
memory for a user’s query, or 3) properly use the
memory to generate the final response. They are
identified by a.

Intuitively, the error attribution contributes to
the APO process in two ways: 1) The specific er-
ror attribution and the corresponding explanation
are used in the APO process. This provides the
LLM with clear context on why a response failed,
allowing it to generate more effective and targeted
improvements to the prompts. 2) We use an active

sampling algorithm to select a diverse set of exam-
ples for the APO process. This algorithm ensures
that the chosen examples include errors attributed
to all three modules, preventing a bias towards any
single module.

4.2 Subset Selection for Human Evaluation

LLM-based evaluators can make mistakes and are
not always aligned with humans, so human evalu-
ation remains necessary. Since human evaluation
is expensive, we sample a subset of cases. These
samples are scored by human evaluators, and the
scores are also used as feedback for APO.

Mathematically, given an unlabeled set Dypiabeled
with IV samples, we aim to select an optimal subset
Doy € Dyplabeled Of size k£ for human evaluation.
Sample selection is presented as a weight vector
w € RY, where each element w, € [0, 1] indi-
cates whether sample x is selected or not (0O for
unselected, 1 for selected). w, is relaxed to a con-
tinuous number instead of a discrete number for
optimization, which will be discussed later.

Intuitively, the selected samples should be 1)
representative of the whole dataset, and 2) their
corresponding scores assigned by LLLM evaluator
should be uncertain, so that the human evalua-
tor can contribute by providing reliable scores for
APO. For each sample © € Dypiabeled, Uncertainty
Uy can be captured by sampling the evaluation out-
put with a high temperature. Practically, we set
temperature for evaluation to 1 and the top-p pa-
rameter to 0.5, but other settings are also applicable.
We call LLM evaluator multiple times and calculate
the variance of the output scores. A high variance
indicates that LLLM evaluator is uncertain about this
case, and adding human validation will help.

To ensure selected samples representative, their
distribution should mirror that of the entire dataset.
We can model these distributions using probabil-
ity vectors. For instance, we may consider topic
distribution of user messages (e.g., exercise, sleep,
or diet), and create a vector representing the per-
centage of messages for each topic. We use p., to
denote the percentage of user messages that talk
about a specific topic cg4, and d denotes the dimen-
sion "topic". We use Kullback-Leibler (KL) di-
vergence to quantify representativeness. KL diver-
gence is a standard metric measuring the difference
between two probability distributions (Bishop and
Nasrabadi, 2006), which in our case are the distri-
butions of the sampled subset and the entire dataset.

1796



Formally, the representative score is:

KLPIQ) =32, 37 veilog

Y
Gcqy

ZxeDunlabeled ,Ca (CIZ) =Cq Wz

)

S w
’
@' € Dynlabeled ¥

where p,, represents the proportion of selected sam-
ples belonging to category c4. g., is global distri-
bution represented by a constant probability vector,
and it can be estimated by developers or based on
the distribution of data from user studies. A low
KL-divergence indicates the sampled distribution is
close to the actual distribution. Aside from "topic",
"error attribution" can be another dimension, to
ensure that the selected samples for APO contain
a balanced distribution of errors originating from
memory writing, memory reading, and response
generation.

Finally, the optimization problem for subset se-
lection can be defined as:

1
max —————— E Wty
w | Dyniabeled ‘ @€ Dynlabeled

— M KL(P||Q) — Aa||w]|1

s.t. wy < k
erDunlabeled v =
0<w, <1, Vz

®)

The objective in Eq. 8 is to select a batch of sam-
ples that maximizes the sum of uncertainty and
representativeness. The constraint ensures that to-
tal selected samples are within budget % to control
the cost. Eq. 8 can be solved with convex opti-
mization: the objective combines the linear term,
the KL-divergence term, and L; norm, with box
constraints. Therefore, it is guaranteed to have a
globally optimal solution.

Ideally, w,, should strictly equal O or 1 to enforce
binary selection of data samples. However, due to
computational complexity, we relax w, to [0, 1],
and include an L; norm in the optimization func-
tion to encourage the sparsity of w,. After solving
the optimization problem, we select k data samples
with highest w,, to build the final subset of samples
for human evaluation.

Solving the optimization problem can be imple-
mented with existing Python libraries, e.g., cvxpy
library (Diamond and Boyd, 2016). In Appendix
7.3, we provide illustrative pseudo code for solv-
ing the convex optimization problem for efficient
subset selection.

4.3 Subset Selection for APO

For the second challenge, APO relies on a curated
set of example cases that allow LLMs to analyze
the weaknesses of existing prompts. With a large
dataset, however, it is impractical to use every sin-
gle case for APO, because it would be computa-
tionally expensive and could overwhelm the LLM
with low-quality or non-informative examples.

Therefore, we propose to select representative
examples reflecting the overall data distribution.
If selected examples are not representative, the
newly optimized prompt may overfit to these spe-
cific cases and fail to perform well on more general
cases. Therefore, we select representative exam-
ples that 1) span different topics and 2) have error
attribution «a that covers all agents (memory writ-
ing, reading, and response generation). In addition,
the selected examples should have evaluation score
with low uncertainty, ensuring that reliable evalu-
ation scores are used as feedback for APO.

To accomplish this, we use subset selection sim-
ilar to Eq.8. However, as discussed above, we
prioritize selecting low-uncertainty examples. The
uncertainty score is determined as follows: If a
sample is labeled by a human, its uncertainty is
0; For all other cases, the uncertainty score is esti-
mated by LLM evaluator as discussed in Section
4.2. The objective function is

) 1
min

—_ WL U
w ’Dscored’ e

€ Dycored (9)
+MEL(P||Q) + Aol W[

with similar constraints as discussed before. We
summarize an example application of APO for con-
versational agents in health coaching in Fig. 4.

5 Experiments

Datasets We conduct the experiments on two
health-related datasets: 1) HealthBench (Arora
et al., 2025), a public dataset of health-related con-
versations. We treat the conversation log from this
dataset as conversation history, and augment it with
simulated user message that requires memory of
the conversation history to generate desirable re-
sponses. More details about the augmentation pro-
cess are provided in Appendix 7.5. 2) A Proprietary
HealthCoaching dataset. This dataset was collected
during the development of a memory-enhanced
conversational agent designed to provide person-
alized health coaching. By leveraging data from
wearable and mobile devices, the agent generates
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Figure 4: Illustrative Example of APO for Memory-Enhanced Conversational Agent for Health Coaching

tailored, actionable health insights and recommen-
dations to empower users to achieve better health
outcomes. This is a dataset composed of user health
data and conversations from user trials. During the
user trial, participants installed the conversational
agent app on their smartphones and connected their
phones with their smartwatches. Participants were
instructed to ask health-related questions. The user
trial lasted one month, and we have collected 500
cases. Each case in the data set includes the fol-
lowing key components: User Health Data (various
digital biomarkers collected from smartwatches,
such as step count, heart rate, skin temperature,
and sleep duration); User Message and Response;
Conversation History (The interaction between the
user and the conversational agent spanned a month.
For any given day, all previous conversations are
considered the conversation history).

Experiment Settings The experiment is struc-
tured as follows: Begin with initial prompts for
all agents; Generate and evaluate responses for the
entire training set; Apply a sampling strategy to
select samples for human verification; Select rep-
resentative samples for APO; Run APO to update
the prompts; Evaluate the performance of initial
vs. optimized prompts on a held-out test set. We
experiment with Gemini-2.5-pro (Comanici et al.,
2025) and Llama3-70b (Grattafiori et al., 2024).
The quality of generated responses is assessed by
both an LLM-based evaluator and a team of human
experts. Following (Packer et al., 2023), we con-
sider two metrics: Consistency and Personalization.
The detailed evaluation criteria were refined in col-
laboration with a panel of 8 professional health
coaches. The range of score is 0-2. More details of
the criteria are provided in Appendix 7.2.

The APO process begins with a set of initial

prompts for all agents, which serve only as a start-
ing point for the optimization algorithm. While
these initial prompts may not be perfect, they are
automatically refined by the LLM. The hyperpa-
rameters are configured to align with the require-
ments of the APO process. Since APO does not
prefer diverse output with randomness, the temper-
ature is set to T=0 and the top-p is set to close to
0. This forces the model to select the most proba-
ble token at each step. The MaxToken parameter
is set to a high value to prevent premature trunca-
tion. RepetitionPenalty=0 is used because the APO
process does not require diverse responses.

We design experiments to address three research
questions. RQ.1 Whether the proposed subset se-
lection algorithm for APO is data-efficient. We
compare with established sampling baselines: ran-
dom sampling (Ghojogh et al., 2020) and density-
based coreset method (Kim and Shin, 2022). A
data-efficient method should optimally select sam-
ples, thereby leading to the most effective opti-
mized prompts that demonstrate superior perfor-
mance on the test set. RQ.2 Whether the framework
is robust across varying sampling budgets. A ro-
bust sampling method should consistently maintain
strong performance irrespective of varying budgets.
We vary the maximum budget for human evaluation
By € {5%,10%} of the training set. We vary the
number of samples to be used for the APO process
By € {5%,10%}. The rationale for these settings
is grounded in practical application: B; should be
small to reduce manual effort and cost. By should
remain small to ensure that the optimization pro-
cess focuses only on the most representative and
high-impact cases. Also, it is inefficient for B; to
exceed Bs, as this would mean too much human-
verified data is collected but not utilized for APO.
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Random Coreset Proposed Random Coreset Proposed
By =5%, B2 =5% 1.67 1.72 1.85 By =5%, B2 = 5% 1.70 1.76 1.89
B: = 5%, B2 = 10% 1.71 1.74 1.89 B: = 5%, B2 = 10% 1.74 1.78 1.91
B: =10%, B2 = 10% 1.73 1.78 1.93 By = 10%, B> = 10% 1.76 1.83 1.94

Table 1: Evaluation of Personalization Score on Health-
Coaching dataset

Table 3: Evaluation of Personalization Score on Health-
Bench dataset

Random Coreset Proposed
B, =5%, B2 = 5% 1.61 1.65 1.78
B1 =5%, By = 10% 1.63 1.68 1.82
Bi = 10%, B> = 10% 1.68 1.73 1.85

Table 2: Evaluation of Personalization Score on Health-
Coaching dataset (without error attribution)

RQ.3 Whether error attribution contributes to opti-
mizing memory-read, memory-write, and response-
generation prompts. To answer this question, we
compare with an alternative approach where the
total budget remains constant, but different agents’
prompts are optimized via APO without error attri-
bution.

Results Research problem RQ.1 and RQ.2 can
be answered by experiment results from Tables 1-4.
It shows that the proposed method achieves supe-
rior performance compared to random and coreset
sampling with the same budget. Also, its consis-
tent outperformance across varied budget settings
highlights its robustness. Furthermore, it demon-
strates that the proposed active sampling strategy is
data-efficient, achieving good performance with a
minimal human evaluation budget of just 5%. (For
reference, the Personalization scores with initial
prompts without APO are 1.58 for HealthCoaching
and 1.62 for HealthBench) RQ.3 can be answered
by comparing Table 1,3 with Tables 2,4. It shows
that optimizing prompts with error attribution out-
performs the alternative approach. With the alterna-
tive approach, agents are optimized based only on
the quality score, without access to error attribution
a or the explanation of how the output of an agent
would affect the downstream tasks. However, this
feedback loop is inefficient. Due to the page limit,
we report Personalization metric and results with
the Gemini model in the main paper. The Consis-
tency metric and additional results are reported in
the Appendix.

Qualitatively, compared to the initial prompts,
the optimized prompts exhibit several notable im-
provements: they incorporate few-shot examples
identified by the LLM from selected cases, include
more condition-specific instructions, and provide

Random  Coreset Proposed
B1 =5%,Bs = 5% 1.67 1.74 1.82
B: = 5%, B2 = 10% 1.72 1.75 1.84
By =10%, B2 = 10% 1.72 1.78 1.89

Table 4: Evaluation of Personalization Score on Health-
Bench dataset (without error attribution)

clearer guidance for handling ambiguous scenarios.

The superior performance of the proposed
method, even under tight annotation budget con-
straints, can be attributed to the following contri-
butions. First, the data-efficient active sampling
algorithm ensures that the small human evaluation
budget is allocated to the most representative and
uncertain samples, providing high-quality feedback
signals. Our sampling algorithm is also used to en-
sure that high-quality examples are selected for
prompt optimization. Second, the proposed frame-
work leverages LL.M-based evaluation with error
attribution that holistically considers all agents to
account for inter-agent dependencies (e.g., error
propagation across memory writing, reading, and
response generation). It helps identify the key
weakness of existing prompts. Optimizing agents
based on error attribution helps find the optimal
direction to improve prompts.

6 Conclusion

In this paper, we propose a data-efficient frame-
work for automatic prompt optimization for
memory-enhanced conversational agents, which
holistically optimizes the memory write, read, and
response generation agents. The key to this frame-
work lies in an LLM-powered evaluation module
that provides automated error attribution, and an
efficient active sampling algorithm to prioritize a
subset of important and representative data samples
for human validation and subsequent optimization.
The proposed framework offers a practical method
to streamline the development and refinement of
these complex agents. This advancement is po-
tentially helpful for developing personalized and
context-aware conversational agents in specialized
domains such as health coaching.
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Limitations While the proposed approach effec-
tively optimizes prompts with limited labeled data,
we would like to discuss two limitations: 1) The
approach relies on LLM-powered agents for auto-
matic evaluation and error attribution. This intro-
duces a dependency, as the optimization process is
contingent on the reliability of the evaluator LLM
itself. Therefore, it is recommended to use mature
LLMs whose performance has been widely veri-
fied. 2) While the paper suggests applicability in
high-stakes domains like healthcare, it is highly
recommended to test the robustness and safety of
optimized prompts before using them in real appli-
cations.
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7 Appendix

The appendix provides more details about the re-
lated applications for the proposed algorithm (7.1),
the evaluation criteria for experiments (7.2), and
pseudo code of the optimization problem (7.3).
We report additional experiment results (7.4). We
then introduce the data processing for HealthBench
dataset (7.5) and provide example prompts (7.6).

7.1 Discussion of Related Application

Our proposed approach has been used in develop-
ing a memory-enhanced conversational agent de-
signed to deliver personalized health coaching. By
leveraging data from wearable devices, the agent
generates tailored, actionable health insights and
recommendations aimed at empowering users to
achieve better health outcomes. However, scaling
such a system poses challenges, primarily due to
the dependency on feedback from health coach-
ing experts (i.e., the agent needs to align with best
practices of health coaching). To address these
constraints, we investigate automated prompt op-
timization techniques. Building on our proposed
methodology, we developed and deployed a self-
improving system that refines prompts of all agents
through active sampling of the most informative
examples. This reduces the extensive human evalu-
ation, significantly lowering associated costs. No-
tably, this method is applicable not only during ini-
tial development but also for ongoing performance
monitoring and iterative refinement after product
launch.

7.2 Evaluation Criteria

The following evaluation criteria have been refined
and verified by health coaching experts, and used
for human evaluation.

1) Consistency: The response must strictly use or
reason upon correct and relevant user context. This
context encompasses quantitative health data (e.g.,
activity levels, biometrics) and qualitative informa-
tion from the user’s profile and the agent’s memory
of past interactions. Responses that hallucinate or
misrepresent user data should be penalized. You
should refer to the best practice of health coaching
when you evaluate the response.

2) Personalization: The response must have an
engaging message framing that demonstrates it
"knows" the user. This is achieved by referencing
past conversational turns and leveraging informa-
tion from the memory database to create a sense of
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continuity and tailored understanding, moving be-
yond generic, context-unaware replies. You should
refer to the best practice of health coaching when
you evaluate the response.

7.3 Solving the Optimization Problem

We demonstrate the pseudo code for solving the
optimization problem of subset selection.

# Required:

top_k: number of selected

N: total number of samples

g_probs: probability vector of q

num_cat: number of categories (e.g.,
topics)

I_cat: indicator matrix of samples'
category assignments

samples

unc_scores: uncertainty score vector of
samples
lambda_1: weight of KL term

lambda_2: weight of L1 norm
# Define vector of sample selection
w = cvxpy. Variable (N, nonneg=True)

# Define optimization constraints
constraints = [

cvxpy.sum(w) <= top_k,

w <=1

]

# Define p and q vectors for KL
divergence

I_cat @ w / num_cat
cvxpy.Parameter (num_cat,

value=q_probs, nonneg=True)

Nolso]

# Define optimization problem

terml = 1/N *= w @ unc_scores

term2 = — lambda_1 =
cvxpy.sum(cvxpy.kl_div(p, q))

term3 = — lambda_2 =* cvxpy.norm(w, 1)

objective = cvxpy.Maximize(terml + term2
+ term3)

# Solve optimization problem

problem = cvxpy.Problem(objective ,
constraints)

problem. solve (solver=cvxpy.SCS)

# Select top-K samples' indices

score = np.nan_to_num(w.value, nan=0.0)

top_k_indices = np.argpartition (score,
—top_k)[—-top_k :]

7.4 Additional Experiment Results

We report additional experiment results on Consis-
tency score with Gemini-2.5 in Tables 5-8.
Experiment results with Llama-3 are similar to

Gemini-2.5, and we report those results in Tables
9-12.

Random  Coreset Proposed
B1 =5%,Bs = 5% 1.78 1.82 1.89
B: = 5%, Ba = 10% 1.80 1.84 1.94
B1 = 10%, B2 = 10% 1.81 1.87 1.95

Table 5: Evaluation of Consistency Score on Health-
Coaching dataset

Random Coreset Proposed
B1 = 5%, Bz = 5% 1.74 1.79 1.83
B1 = 5%, B2 = 10% 1.76 1.84 1.85
B, = 10%, B2 = 10% 1.77 1.84 1.90

Table 6: Evaluation of Consistency Score on Health-
Coaching dataset (without error attribution)

7.5 Data Processing for HealthBench Dataset

The HealthBench dataset comprises multi-round
conversations centered on realistic healthcare sce-
narios, originally designed to evaluate large lan-
guage model performance in health-related dia-
logues. However, its initial application did not
fully integrate with conversational agents possess-
ing memory capabilities. To adapt this dataset for
our customized scenario, we first treat each conver-
sation as a historical dialogue. This history can be
processed by the memory-write agent, which sum-
marizes it into structured memory data. We then
simulate user interactions by generating health-
related questions that specifically necessitate the
assistant’s access to this newly created memory to
formulate a desirable response. After that, we ap-
ply the standard experimental process: the memory-
enhanced agent generates a response, which is then
evaluated for quality using a combination of LLM-
based assessments and human expert review.

7.6 Example Prompts
Example Prompt for LLM-Based Evaluation

You have expertise in reviewing,
editing, and criticizing written
insights and recommendations by health
coaches aimed at users.

You will evaluate the quality of the
message written by the health coach.
You will be given the following
information:

USER_MESSAGE contains the most recent
message that the user would like the
coach to address and provide a response.

USER_DATA section contains personal
health data about the user or their
environment.

CONVERSATION_LOG contains a history of
messages that have been sent between
the coach and the user in conversation.
Newer messages are last in the log.
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Random Coreset Proposed Random Coreset Proposed
By =5%, B2 =5% 1.76 1.80 1.90 By =5%, B2 = 5% 1.64 1.68 1.74
B: = 5%, B2 = 10% 1.76 1.81 1.92 B: = 5%, B2 = 10% 1.66 1.70 1.79
B: =10%, B2 = 10% 1.78 1.86 1.95 By = 10%, B> = 10% 1.66 1.73 1.82

Table 7: Evaluation of Consistency Score on Health-
Bench dataset

Table 9: Evaluation of Personalization Score on Health-
Bench with Llama-3

Random Coreset Proposed Random Coreset Proposed
B, =5%, B2 =5% 1.66 1.71 1.82 By =5%, B2 =5% 1.61 1.65 1.77
B1 = 5%, By = 10% 1.70 1.75 1.85 By = 5%, Bs = 10% 1.64 1.68 1.82
B; =10%, Bs = 10% 1.73 1.76 1.87 B1 = 10%, B2 = 10% 1.65 1.75 1.84

Table 8: Evaluation of Consistency Score on Health-
Bench dataset (without error attribution)

MEMORY_STORED includes an important
summary of past discussions between
the user and the coach, which «can
help make coach responses personalized
and relevant to the user. MEMORY is
generated by a memory-write agent that
summarizes important information from
CONVERSATION_LOG.

MEMORY_RETRIEVED is retrieved by
a memory-read agent that analyze
USER_MESSAGE and determine what
information from MEMORY_STORED should
be retrieved in order to respond to
USER_MESSAGE .

RESPONSE is the response from a
health coach agent to USER_MESSAGE. To
respond to the user, the health coach
agent needs to refer to USER_DATA,
MEMORY_RETRIEVED as context.
<USER_DATA>

{user_data}

</USER_DATA>

<CONVERSATION_LOG>

{conversation_log}

</CONVERSATION_LOG>

<MEMORY_STORED>

{memory_stored}

</MEMORY_STORED>

<MEMORY_RETRIEVED>

{memory_retrieved}

</MEMORY_RETRIEVED>

<RESPONSE>

{response}

</RESPONSE>

Below is the example output format for
your output.

<EXAMPLE>

[{"score": "",

n,nn

"attribution”:"",

"explanation”:""}

</EXAMPLE>

The value of "score"” is the score you

assign based on EVALUATION_CRITERIA.

The value of "attribution” could be
one of the following: "memory-read”,
"memory-write”, "generation”. If the

score is not perfect, you should explain
which module contributes to it. If the
score is perfect, the value should be
an empty string.

Table 10: Evaluation of Personalization Score on Health-
Coaching with Llama-3

The value of "explanation” is a short
explanation of why you attribute the
imperfect score to the corresponding
module. If the score is perfect, the
value should be an empty string.

Example Prompt for APO

expertise in refining LLM
Your task is to optimize the
OLD_PROMPT section.
REFERENCE

You have
prompts.
prompt listed in
You should refer to the
section, which contains a 1list of
cases, which contain the inputs to
LLM-empowered agents with OLD_PROMPT,
the outputs generated by OLD_PROMPT and
the corresponding evaluation scores and
explanations of the outputs.
<OLD_PROMPT>

{old_prompt}

</OLD_PROMPT>

<REFERENCE>

{cases}

</REFERENCE>

Your output should be the refined
prompts that are expected to generate
better outputs that achieve higher
evaluation scores.

Initial Prompt for Memory Writing

Your task is to extract the information
from the CONVERSATION between a user
and a health coach. The user asked
some questions for health advice, and
the health coach responds based on
the user’s health profile and health
knowledge.

<CONVERSATION>

{conversation}

</CONVERSATION>

Below is the example output format.
<EXAMPLE>
[{”aSpeCt"Z IVII)

n,nn

"pillar”:

n,onn

"summary”:"",
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and your task is to determine whether
you should retrieve relevant information

Random Coreset Proposed

BBl_:55U;Z”BB2_:15OZ; };g }S(Z) igg from the database to answer the last
1= o0 =2 = 0 : : ’ user message from CONVERSATION.
By = 10%, B> = 10% 1.79 1.86 1.88 <CONVERSATION>
. . {conversation}
Table 11: Evaluation of Consistency Score on Health- </CONVERSATION>

Coaching with Llama-3 Below is the example output format for

your output.

<EXAMPLE>
Random Coreset Proposed [{"aspect”: "",
By = 5%, By = 5% 1.69 1.75 1.83 ‘pillar®:"",
By = 5%, B> = 10% 1.70 1.75 1.86 time range”:""}]
B1 =10%,B2 =10%  1.72 1.81 1.87 </EXAMPLE>

Your output will be passed to a function
to retrieve the data from the database

Table 12: Evaluation of Consistency Score on Health- (definitions_and_guidelinesy

Bench with Llama-3 If there is no relevant information
that should be retrieved, output an
empty list.

"time range”:"",}]

</EXAMPLE>

The value of aspect could be one of the Initial Prompt for Response Generation
following:

"Preferences”: This refers to the

You are a powerful conversational agent
user’s personal choices or likes when for health coaching. Your task is to

it comes to their health and wellness, generate a response to USER_MESSAGE
"Concerns”: The health-related worries based on USER_DATA and the MEMORY.

or issues that the user shares with the
health coach. This should not be the
obstacles,

"Recommendations”: The suggestions
provided by the health coach based on

USER_DATA contains numerical data and
qualitative summaries about the user.
MEMORY contains summarized information
about historical conversations with the
user.

the user’s preferences, concerns, and GUIDELINE contains rules and guidelines

health data, you should follow when responding to
"Goals": The health and wellness goals USER_MESSAGE .
that the user wants to achieve, <USER_MESSAGE>
"Medications”: The prescribed {user_message}
medications that the user is currently </USER_MESSAGE>
taking, <USER_DATA>
"Obstacles”: The user’s diagnosed {user_data}
medical or health conditions. e.g., </USER_DATA>
fracture, disabilities, food allergy, <MEMORY>

etc. {memory}

The value of pillar could be one of the </MEMORY>
following: <GUIDELINE>
"sleep”,"stress"”,"diet"”,"exercise”, "general {guideline}
health” </GUIDELINE>

The value of "summary” is what you can
summarize from CONVERSATION.

If the information to be extracted
is time-specific, set the value of
"time range” in the following format:
"MM-DD-YYYY - MM-DD-YYYY"

If the information to be extracted is
not time-specific, set the value of
"time range” to "NA".

If there is no relevant information that
can be summarized from CONVERSATION,
output an empty list.

Initial Prompt for Memory Reading

Your task is writing queries to retrieve
data from a database. The database
stores structured data that summarizes
the historical conversation between a
user and a health coach.

You will be given a new CONVERSATION,
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