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Abstract

Creating high-quality, large-scale datasets
for large language models (LLMs) often re-
lies on resource-intensive, GPU-accelerated
models for quality filtering, making the pro-
cess time-consuming and costly. This depen-
dence on GPUs limits accessibility for orga-
nizations lacking significant computational in-
frastructure. To address this issue, we introduce
the Lightweight, Purpose-driven (LP) Data
Pipeline, a framework that operates entirely
on CPUs to streamline the processes of dataset
extraction, filtering, and curation. Based on our
four core principles, the LP Data Pipeline sig-
nificantly reduces preparation time and cost
while maintaining high data quality. Impor-
tantly, our pipeline enables the creation of
purpose-driven datasets tailored to specific do-
mains and languages, enhancing the applicabil-
ity of LLMs in specialized contexts. We antici-
pate that our pipeline will lower the barriers to
LLM development, enabling a wide range of
organizations to access LLMs more easily.

1 Introduction

The rapid advancement of large language models
(LLMs) has significantly increased the demand for
massive, high-quality datasets for effective train-
ing (Zhao et al., 2023; Liu et al., 2024). While tradi-
tional data processing and filtering methods have re-
lied on CPU-based techniques (Wenzek et al., 2019;
Penedo et al., 2023; Gunasekar et al., 2023; Li et al.,
2023), there is a growing trend toward utilizing
GPU-accelerated models to extract higher-quality
data suitable for advanced LLM training (Penedo
et al., 2024; Li et al., 2024; Sachdeva et al., 2024).

A prominent example employing GPU-
based models for quality filtering is FineWeb-
edu (Penedo et al., 2024). While effective for
enhancing LLM performance, this approach
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renders the data curation process both time-
consuming and costly. Consequently, organizations
with limited computing resources face significant
barriers to developing LLMs, restricting such ad-
vancements to well-funded entities. This scenario
highlights an urgent need for effective and scalable
solutions capable of extracting high-quality data
without heavy reliance on GPUs.

Meanwhile, in real-world applications, there is
an escalating demand for purpose-driven LLMs
tailored to specific domains and languages (Ling
et al., 2023; Zheng et al., 2023; Zhao et al., 2024;
Qin et al., 2024). To this end, many organizations
require specialized datasets for particular indus-
tries, such as finance (Lee et al., 2024), law (Lai
et al., 2024), and healthcare (He et al., 2023), or for
underrepresented languages like Thai (Kim et al.,
2024a), Vietnamese (Tran and Thanh, 2024), and
Arabic (Huang et al., 2023).

To meet these needs, we introduce the
Lightweight, Purpose-driven (LP) Data Pipeline.
This pipeline is a fully CPU-based framework de-
signed to streamline the extraction, filtering, and
curation of large-scale datasets tailored for specific
domains and languages. By developing and em-
ploying a lightweight yet effective model for qual-
ity filtering, it eliminates the dependency on GPU-
accelerated models without compromising data
quality. Furthermore, by leveraging FastText (Bo-
janowski et al., 2017) for domain classification, LP
Data Pipeline facilitates the creation of specialized
datasets that meet the unique requirements of dif-
ferent LLM applications.

We conduct empirical studies on the LP Data
Pipeline to demonstrate the time and cost required
to process a single CommonCrawl dump, and fur-
ther conduct scalability experiments on large-scale
data dumps to showcase the pipeline’s capabil-
ity. Furthermore, by automating curation processes
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through workflow management tools like Airflow!,
the LP Data Pipeline ensures that datasets remain
up to date. Our pipeline effectively lowers the bar-
rier to entry for LLM development, providing a
practical solution for organizations aiming to build
specialized language models efficiently and effec-
tively.

2 Related Work

2.1 Web Data Curation for LLMs

The rapid advancement of LLMs has led to
an increased demand for extensive, high-quality
datasets (Wenzek et al., 2019; Penedo et al., 2023;
Gao et al., 2020). Prominent datasets such as
The Pile (Gao et al., 2020), C4 (Raffel et al.,
2020), RedPajama (Computer, 2023), and SlimPa-
jama (Soboleva et al., 2023) have been instru-
mental in providing vast amounts of textual
data from sources like CommonCrawl (Common-
Crawl, 2024), Wikipedia (Foundation, 2024), and
academic publications (Clement et al., 2019).
However, these datasets have the limitation of
containing a significant amount of low-quality
data (Caswell et al., 2021; Dodge et al., 2021).
To address this limitation, Fineweb-edu (Penedo
et al., 2024) utilized extensive GPU resources
for quality filtering, demonstrating that training
LLMs with this dataset improves their performance
compared to the previously mentioned datasets.
While effective, this GPU-based method is time-
consuming and costly due to the high computa-
tional demands involved in processing massive web
corpora (Thompson et al., 2020). This reliance on
GPU resources poses challenges for organizations
with limited computational resources, restricting
their ability to develop LLMs tailored to specific
domains or languages.

2.2 Quality Filtering Techniques

Data quality is critical for effective LLM training,
as it directly impacts model performance and re-
liability (Penedo et al., 2024; Du et al., 2024; Re-
jeleene et al., 2024). To remove low-quality con-
tent, rule-based methods are utilized, relying on
metadata attributes such as text length, stop word
fraction, and n-gram repetition (Computer, 2023).
Furthermore, KenLM (Heafield, 2011) and Fast-
Text (Joulin et al., 2016) models are employed to
filter out low-content data that remains even after
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rule-based methods have been applied, all with-
out imposing heavy computational requirements.
However, we note that the studies employing these
models for quality filtering simply used models al-
ready trained on Wikipedia data, without making
any effort to enhance their performance (Megh-
wal et al., 2020). Recently, there has been signifi-
cant research on using GPU-based models to curate
higher-quality data (Penedo et al., 2024; Sachdeva
et al., 2024), which leads to increased processing
times and costs. Meanwhile, in order to eliminate
redundancy at the document level, deduplication
techniques such as MinHashLSH (Indyk and Mot-
wani, 1998) are applied. However, these methods
may not adequately address intra-document redun-
dancy (Khan et al., 2024).

3 Lightweight, Purpose-driven (LP) Data
Pipeline

3.1 Pipeline Philosophy

The LP Data Pipeline is founded on four core prin-
ciples designed to address the challenges of curat-
ing high-quality, large-scale datasets.

Fully CPU-Based Data Curation. Recent qual-
ity filtering often depends on GPU-intensive mod-
els, which demand significant computational re-
sources. The LP Data Pipeline mitigates this is-
sue by utilizing optimized and efficient CPU-based
methods, achieving practical performance without
the need for expensive GPU infrastructure.

Optimized Processing Order for Efficiency. To
enhance resource efficiency, LP Data Pipeline em-
ploys a strategic sequence for computational tasks.
Initial filtering and basic data cleansing are con-
ducted first, reserving more resource-intensive op-
erations for later stages. This order allows only
relatively high-quality data to undergo advanced
processing, thus reducing overall resource expendi-
ture and time.

Continuous Knowledge Updating. The LP Data
Pipeline includes automated mechanisms for con-
tinuous knowledge updating. By detecting and pro-
cessing regular data dumps from sources such as
Wikipedia and CommonCrawl, the pipeline updates
its data in a timely manner without manual inter-
vention. Workflow management tools like Airflow
automate job scheduling and repetitive tasks, en-
suring that LLMs trained on the pipeline’s results
align with the latest available information.
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Figure 1: Overview of the Lightweight, Purpose-driven (LP) Data Pipeline: Data extraction and cleansing flow from
Common Crawl WARC dumps, illustrating the filtering processes and the sizes of data being filtered at each stage.

Purpose-Driven Datset Construction. The
pipeline supports the creation of datasets tailored
to specific domains, such as finance, law, and
medicine. With advanced module for domain classi-
fication, it extracts data that aligns with specialized
applications. For example, datasets for legal anal-
ysis can be enriched with case law references and
terminology. This tailored approach enhances the
performance of LLMs in real-world applications,
providing domain-specific expertise and nuanced
understanding.

3.2 Curation Pipeline

The LP Data Pipeline is organized as a sequen-
tial process optimized for efficient computation.
Each stage incrementally refines the dataset, ensur-
ing that the resulting dataset is both high-quality
and aligned with specific language and domain re-
quirements. The following subsections provide a
detailed explanation of each phase. The overview
of LP Data Pipeline is illustrated in Figure 1.

3.2.1 Raw Text Extraction and URL Filtering

The pipeline begins with the extraction of raw text
from large-scale web data sources such as Com-
monCrawl. Utilizing efficient HTML parsing tools
like Resiliparse (Bevendorff et al., 2018), LP

Data Pipeline extracts textual content while remov-
ing boilerplate elements and irrelevant HTML tags.
URL filtering is applied to exclude undesirable
sources based on a predefined list of domains con-
taining harmful content (Christou et al., 2020).

3.2.2 Language Identification

To generate language-specific data, the LP Data
Pipeline employs a CPU-optimized language iden-
tification tool based on FastText (Joulin et al.,
2016). This allows for accurate and efficient detec-
tion of the target languages (e.g., English, Korean,
Japanese, Thai), ensuring that only the relevant tex-
tual data is retained for further processing.

3.2.3 Line-Level Deduplication with Domain
Grouping

Redundant boilerplate text and recurring promo-
tional phrases within documents can introduce
noise and diminish the quality of training data for
LLMs. To this end, common approach involves par-
titioning all text lines from the entire documents
into random buckets and performing comprehen-
sive line-level deduplication across all text lines
within each bucket (Dubey et al., 2024). In this ap-
proach, using fewer buckets leads to higher filtering
performance but incurs greater computational costs
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Metadata Description Threshold
Number of lines in the document >5
Length of document (in characters) > 200
Fraction of lines starting with a bullet point <09
Fraction of lines ending with terminal punctuation | > 0.12
Number of sentences in the document >5
Fraction of words with no alphabetic characters <0.2
Fraction of words containing newline characters <0.3
Fraction of short lines in the document < 0.67
Fraction of stop words in the document > 0.0
Fraction of top 2-gram characters <0.2
Fraction of top 3-gram characters <0.18
Fraction of top 4-gram characters <0.16
Fraction of duplicate 5-gram characters <0.15
Fraction of duplicate 6-gram characters <0.14
Fraction of duplicate 7-gram characters <0.13
Fraction of duplicate 8-gram characters <0.12
Fraction of duplicate 9-gram characters <0.11
Fraction of duplicate 10-gram characters <0.1
Number of words in Idnoobw list =0

‘Word count in the document > 50 and < 100, 000
Symbol-to-word ratio in the document <0.1
Presence of "lorem ipsum" text =

Fraction of lines ending with ellipsis <03
Presence of curly brackets =0
Average word length in the document >3and <10
Presence of license string = False
Presence of personally identifiable information = False

Table 1: Metadata thresholds and descriptions for quality
filtering in English documents.

for processing each bucket (Shen et al., 2023). Con-
versely, increasing the number of buckets reduces
the computational costs for processing each one,
but inevitably lowers the filtering performance.

To address this issue, we introduce a more effi-
cient solution through line-level deduplication us-
ing domain grouping instead of random grouping.
This method groups documents by their domain
URLSs and performs line-level deduplication within
each domain group. This approach effectively re-
moves boilerplate content that text extraction tools
like Resiliparse may overlook and eliminates repet-
itive advertising phrases embedded in documents
from specific sites. This line-level deduplication
with domain grouping significantly reduces com-
putational costs, offering a practical alternative to
exhaustive line-level deduplication.

3.2.4 Heuristic Filtering

The LP Data Pipeline generates comprehensive
metadata for each document, including metrics
such as text length, stop word ratio, and n-
gram repetition. The selection of metadata fea-
tures was guided by established methodologies
from prior studies, including C4 (Raffel et al.,
2020), Gopher (Rae et al., 2021), the Pretrainer’s
Guide (Longpre et al., 2023), RefinedWeb (Penedo
et al., 2023), and Fineweb (Penedo et al., 2024).
Furthermore, to ensure uphold privacy standards,
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the LP Data Pipeline generates metadata for Per-
sonally Identifiable Information (PII).

Based on this metadata, rule-based filtering is
then applied to exclude data that do not meet pre-
defined quality thresholds. The thresholds were de-
termined through qualitative assessments to ensure
the exclusion of substandard data. Given the exten-
sive size and accessibility of web corpora, stringent
thresholds were implemented to ensure a high stan-
dard of data quality. Table 1 presents the metadata
and thresholds used for English documents in the
LP Data Pipeline.

3.2.5 Global Deduplication

To mitigate redundancy within the dataset, the LP
Data Pipeline utilizes MinHash Locality-Sensitive
Hashing (LSH) (Indyk and Motwani, 1998) to
achieve efficient document-level deduplication.
This technique is particularly suitable for deploy-
ment in cluster environments such as Apache
Spark (Apache, 2024), enabling the effective iden-
tification and removal of near-duplicate documents.
This global deduplication was conducted indepen-
dently for each CommonCrawl dump.

3.2.6 Model-based Quality Filtering

Measuring data quality is essential in curating
datasets for training LL.Ms. While GPU-based re-
ward models can achieve strong performance, they
suffer from low throughput and incur substantial
costs when processing massive datasets like Com-
mon Crawl, making them impractical. To facili-
tate the curation of high-quality data using only
CPU computation, we enhance the performance of
the FastText model by utilizing datasets generated
through both Good KenlLM and Bad KenLM (Kim
et al., 2024b). Figure 2-(a) illustrates our training
overview.

The traditional KenLLM (i.e., Good KenLM) is
trained on high-quality sources such as Wikipedia
and academic textbooks to identify data with re-
liable and informative content. This helps distin-
guish documents that contribute positively to LLM
training. On the other hand, Bad KenLLM is trained
on low-quality content, including toxic language,
hate speech, and less educational materials like
informal social media posts. This training allows
Bad KenlLM to identify undesirable data that could
negatively impact model performance. A FastText
classifier is trained on CommonCrawl samples la-
beled as positive by Good KenLM and negative by
Bad KenLM, and is then utilized.
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Figure 2: Overview of the training process for the quality filtering model and the domain classification model.

This strategy utilizes Good and Bad KenLLMs to
construct FastText training data, in contrast to ex-
isting methodologies that typically use Wikipedia
articles as positive samples and random documents
as negative samples. This innovative strategy en-
ables more effective data quality assessment using
CPU-based resources, paving the way for effective
and scalable LLM data curation.

3.2.7 Domain Classification

Following the work of Cheng et al. (2024), train-
ing LLMs with domain-specific data has proven
to substantially enhance their performance within
targeted domains. To curate such data, we devel-
oped a FastText (Joulin et al., 2016) model trained
to classify documents into three industrial domains:
finance, law, and healthcare.” Figure 2-(b) illus-
trates our training overview.

To construct the training data, we employed the
steps previously outlined in the LP Data Pipeline,
including model-based filtering, applied to a Com-
monCrawl dump (CommonCrawl, 2024). The re-
sulting data was annotated using a LLM, catego-
rizing documents into the three primary industrial
domains with an additional ‘others’ label for docu-
ments that did not align with these categories, cul-
minating in four classes in total. In addition, some
documents were also extracted from the Wikipedia
Cirrus dump (Foundation, 2024) by specifically
identifying categories with keywords closely re-
lated to each industrial domain.

The FastText model, trained on this dataset, facil-
itates the curation of domain-specialized datasets

2Additional domains can be incorporated with ease.

Processing Phase ‘ Processing Time Estimated Cost

Raw Text Extraction 1h 30m $128.69

Language Identification 19m $20.7
Line-Level Deduplication 1h $85.79
Heuristic Filtering 25m $27.24
Global Deduplication 13m $14.16
Model-based Quality Filtering 48m $68.63
Domain Classification 7m $7.62
Total |  4h22m $352.83

Table 2: Processing time and estimated cost for each
phase of the CC-MAIN-2024-10 dump file analysis,
showcasing the efficiency of the LP Data Pipeline in
handling large-scale data processing.

that enhance LLM performance in targeted do-
mains.

4 Empirical Analysis

4.1 Practical Feasibility of the LP Data
Pipeline

To validate the feasibility of the LP Data Pipeline
with large-scale datasets, we conducted experi-
ments using actual CommonCrawl dumps, focus-
ing on key metrics such as processing time and esti-
mated cost. The results demonstrate the pipeline’s
efficiency and cost-effectiveness in handling large-
scale datasets. Table 2 provides a breakdown of
each processing phase for the 4TB CC-MAIN-
2024-10 CommonCrawl] dataset, processed on 128
machines with 8-core CPUs. The entire process
was completed in just 4 hours and 22 minutes,
at an estimated cost of $352.83%, highlighting the
pipeline’s suitability for large-scale data curation.

3The estimated cost was calculated using 120 AWS

m7a.2xlarge (Amazon Web Services, 2023) instances as the
basis.
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Number of Documents Token Count
Dataset English Korean English Korean
Medical Corpus | 5.02M 0.23M 4.27B 0.24B
Financial Corpus | 4.29M 0.19M 3.99B 0.20B
Legal Corpus 2.18M 0.05M 2.02B 0.06B
Common Corpus | 52.11M 1.34M 46.35B 1.73B

Table 3: Quantity of domain-specific datasets from the
CC-MAIN-2024-10 dump, showing document counts
and token volumes for English and Korean, respectively.

The raw text extraction phase was the most inten-
sive, providing the foundation for subsequent tasks.
Language identification filtered relevant data, fol-
lowed by line-level deduplication to enhance data
quality by removing redundant content. Heuristic
filtering and global deduplication further refined
the dataset, while domain model-based quality fil-
tering and classification ensured high data stan-
dards and facilitated targeted content selection, re-
spectively. This result affirms that the LP Data
Pipeline is a practical and cost-efficient solution
for constructing large-scale, high-quality datasets
using CPU-based resources, making it accessible
to organizations with limited GPU infrastructure.

4.2 Quantity of Domain-Specific Datasets

Table 3 presents the results from processing the
CC-MAIN-2024-10 dump into domain-specific
datasets for English and Korean. The Medical Cor-
pus included 5.02 million English documents and
0.23 million Korean documents, amounting to 4.27
billion and 0.24 billion tokens, respectively. Simi-
larly, the Financial Corpus comprised 4.29 million
English and 0.19 million Korean documents, with
corresponding token counts of 3.99 billion and 0.20
billion, respectively. The Legal Corpus showed a
smaller scale, with 2.18 million English and 0.05
million Korean documents, totaling 2.02 billion
and 0.06 billion tokens, respectively. The Common
Corpus, which does not correspond to the three
corpora mentioned above, contained the highest
volume, with 52.11 million English and 1.34 mil-
lion Korean documents, contributing 46.35 billion
and 1.73 billion tokens, respectively. These results
are consistent with the expectation that legal docu-
ments are the least common type of content on the
web.

4.3 Scaling Dump Analysis

We expanded our analysis to include 10 Com-
monCrawl dumps, processed using the LP Data
Pipeline. Figure 3 illustrates the token distribution

Medical

34.84B
6.95%
Financial

34.02B

Financial
2.00B
11%

AN

(b) Korean

6.79%
Legal
17.95B
3.58%

Medical
1.92B
10.6%

Legal

0.43B
2.39%

Others
13.80B
76%

Others
414.26B
82.7%

(a) English

Figure 3: The token distribution of domain-specific
datasets obtained from processing 10 CommonCrawl
dumps for English and Korean using the Lightweight,
Purpose-driven (LP) Data Pipeline.

of domain-specific datasets for English and Korean,
respectively. For the English datasets, the analysis
yielded 17.95 billion tokens for the Legal domain,
34.02 billion for Finance domain, and 34.84 billion
for Medical domain. For the Korean datasets, the
results showed 2 billion tokens for the Finance do-
main, 1.92 billion for Medical domain, and 0.43
billion for Legal domain. These results are simi-
lar to the trends observed in a single dump, where
legal documents are the least prevalent type of con-
tent. Furthermore, these results emphasize that the
LP Data Pipeline can effectively build extensive,
domain-specific datasets for both major and low-
resource languages like Korean, offering an advan-
tage over traditional web crawling methods. The
total time and cost for processing 10 dumps can
be approximated by scaling the results of a single
dump by a factor of 10, highlighting our pipeline’s
scalability and cost-efficiency for comprehensive
data curation.

5 Conclusion

In this paper, we introduce the Lightweight,
Purpose-driven (LP) Data Pipeline, a fully CPU-
based framework designed for efficient curation of
high-quality datasets for LLM training. Based on
our four core principles, the LP Data Pipeline sig-
nificantly reduces computational costs while main-
taining data quality comparable to that of GPU-
based methods. Our empirical analysis demon-
strated that the LP Data Pipeline is highly cost-
effective and time-efficient, and scales efficiently
with large datasets. For future work, we plan to con-
duct LLM training experiments with the curated
datasets to further validate the effectiveness of our
pipeline.
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Limitations

The Lightweight, Purpose-driven (LP) Data
Pipeline offers an efficient CPU-based solution for
dataset curation but has certain limitations. A pri-
mary limitation is that the current language and
domain classification is restricted to a subset of
languages (English, Korean, Japanese, and Thai)
and specific domains (finance, law, and healthcare).
Expanding the framework to include additional lan-
guages and domains, especially low-resource ones,
would greatly improve its versatility and applica-
bility for various LLM training needs.

Additionally, due to resource constraints, exten-
sive LLM training experiments using the curated
datasets were not conducted. This limits our abil-
ity to empirically validate the impact of the LP
Data Pipeline on model performance. Future work
should involve comprehensive evaluations to thor-
oughly assess how the curated datasets influence
LLM training outcomes.
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Figure 4: System Architecture of the Lightweight, Purpose-driven (LP) Data Pipeline

A System Architecture

Figure 4 presents the system architecture of the Lightweight, Purpose-driven (LP) Data Pipeline. The
overall management of the pipeline is orchestrated by Airflow, which employs a cron job to periodically
check for new data releases from sources such as Wikipedia, CommonCrawl, and ArXiv. Upon detecting
new data releases, Airflow initiates the execution of predefined Directed Acyclic Graphs (DAGs) that
perform tasks including text extraction, deduplication, filtering, and domain classification. These processes
are executed on a Spark cluster deployed within AWS EMR, which is configured to leverage Docker
images built via GitHub CI/CD pipelines and utilizes quality filtering and domain classification models
stored in S3. This architectural design supports the continuous collection and processing of up-to-date
data with minimal human intervention, thereby automating the construction of train-ready, purpose-driven
datasets.

B Results of Line-Level Deduplication with Domain Grouping
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Table 4: Top five lines removed from English and Korean documents using the line-level deduplication method with
domain grouping.

Table 4 presents the top five lines removed from both English and Korean documents through line-level

deduplication. While domain grouping significantly reduces computational overhead, our findings confirm
that the method effectively removes boilerplate content as intended.
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C Data Samples

This section presents representative data samples in both Korean and English, sourced from the CC-
MAIN-2024-38 dump, covering the finance, law, and medical domains. Table 5 presents an English legal
text sample, while Table 6 provides a Korean legal text sample. Similarly, Table 7 presents an English
medical text sample, and Table 8 includes a Korean medical text sample. For the finance domain, Table 9
presents an English sample, with Table 10 providing a Korean sample.

Legal English Sample

A Guide to International Law

International law is the set of rules accepted by various countries, binding them in agreement
to what policies they will all follow. International rules between countries will serve as a
framework for the practice of international relations.

Unlike most other areas of law, international law has no defined area of governing body.
The piecemeal collection of international law will encompass customs, agreements, treaties,
tribunals, legal precedents from international courts and more.

International law varies from state-based legal systems in that it is not applied on an individual
basis, but to countries as a whole. The first step to creating an international law is to obtain
jurisdiction over a country. The Geneva Convention is the main source of international laws,
which are enforced by international courts. These laws will be treated like your traditional
national law when a country signs a specific treaty. The difficult aspect about this is that a
country will need to consent to be governed by a law.

Although there is no definitive governing body overseeing international law, the United Nations
is the most widely recognized and influential international organization, with the International
Court of Justice being its judicial counterpart.

Public international laws are concerned with questions of rights between nations or nations and
the citizens of other nations. On the other hand, private international law deals with controversies
between private persons or natural born citizens that have significant relationships to more than
one nation. Additionally, there are always the international business laws between companies
that do business in more than one country.

International law will cover basic concepts that every national legal system will such as property,
torts, procedure and remedies. However, the main substantive law is: international economic
law, security law, criminal law, environmental law, diplomatic law, humanitarian and human
rights law.

International laws cover a myriad of legal concepts coming from a number of sources. Under-
standing what customs or national laws as well as what international laws will apply to your
business or even as an individual traveling is essential.

Table 5: Example of an English legal text
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Legal Korean Sample
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Table 6: Example of a Korean legal text

Medical English Sample

Otosclerosis

Otosclerosis is an abnormal growth of bone in the middle ear that causes hearing loss. It
typically begins in the early 20s, and is the leading cause of middle ear hearing loss in young
adults.

The exact cause of otosclerosis is not known, but evidence suggests a genetic link passed down
from parent to child. Middle-aged Caucasian women are most at risk, and pregnancy seems to
be a contributing factor, perhaps due to hormonal changes a woman is undergoing at the time.
This bone growth usually occurs around the stapes bone in the middle ear, preventing it from
moving freely, essential to proper hearing.

Gradually worsening hearing loss is the primary symptom of otosclerosis. It may begin with
an inability to hear low-pitched sounds or whispers. Other symptoms may include vertigo or
dizziness and tinnitus (ringing in the ears).

Treatments

The symptoms of otosclerosis are like those of other conditions, so a thorough examination
by an otolaryngologist is essential in ruling out other problems and diagnosing the disease. A
hearing test will usually show signs of conductive hearing loss in the lower frequency tones, a
hallmark of otosclerosis.

Mild cases of otosclerosis can be corrected with a hearing aid designed to amplify sounds.
Orally ingested sodium fluoride has been shown to slow the progression of the disease, and
may be an option.

In more advanced cases, a surgical procedure known as a stapedectomy is often performed. In
this surgery, part or all of the affected stapes bone is removed and replaced with a prosthetic
device that enables the bones of the middle ear to resume movement, allowing sound waves to
reach the inner ear, improving or restoring hearing.

There are inherent risks in any surgery, but left untreated, otosclerosis will only get worse.
Speak to your doctor about the best treatment options for your hearing loss.

Table 7: Example of an English medical text
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Medical Korean Sample
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Table 8: Example of a Korean medical text
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Financial English Sample

Revenue or Total Income to Profit conversion

One of the most useful tools for analysing the financial performance of a company is the
Revenue or Interest Income to Profit waterfall conversion. This is a method that shows how
a company makes money by graphically summarising the financial statements. It helps us to
understand how a company makes money from its core business activities and how much it
spends on various expenses.

TradingView solution makes it possible to use this method for two types of companies: corporate
entities and financial companies. Corporate entities are businesses that sell goods or services to
customers and generate revenue from sales. Financial companies are businesses that provide
financial services such as lending, investing, or insurance and generate interest income from
their assets.

For corporate entities, along the way we get indicators such as the Gross Profit, Operating
Income, Net Income (and margins). This indicator helps investors easily understand how
effective the business is currently, how much the company makes for each dollar of revenue
or interest income, what it spends the most on, and where the most potential for business
improvement are.

To calculate the Net Profit of a financial company like a bank, we can use a similar method
as for corporate entities, but with some differences. Financial companies generate the Interest
Income from their assets such as loans, securities, etc. and pay the Interest Expense on their
liabilities such as deposits, borrowings, etc.. We start with the sum of Interest Income and
Non-Interest Income (fees, commissions, trading, etc. ) then deduct the following items: Interest
Expense and Loan Provisions (the amount of money that the company sets aside to cover
potential losses from bad loans or defaults), Non-Interest Expense, Unusual Expense and Net
Taxation. The outcome is the Net Income of the financial company. Along the way we can also
arrive at the bank-specific intermediate stages such as the Net Interest Income After Loan Loss
Provision, Bank Operating Income, and Pretax Income. This method helps us to examine the
step-by-step process from the Interest Income to Net Profit and to pinpoint the main factors of
bank’s non-treasury profitability.

As you can see from the Waterfall chart, each component of the income statement is shown as a
bar that either adds to or subtracts from the previous bar. The final bar shows the net income
or net profit of the company. This way, we can easily see how each component affects the
profitability of the company and compare the margins at each stage.

Table 9: Example of an English financial text
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Financial Korean Sample
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Table 10: Example of a Korean financial text

172




