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Abstract

Recent advances in Large Language Models
(LLMs) have brought significant improvements
to various service domains, including chatbots
and medical pre-consultation applications. In
the healthcare domain, the most common ap-
proach for adapting LLMs to multi-turn dia-
logue generation is Supervised Fine-Tuning
(SFT). However, datasets for SFT in tasks like
medical pre-consultation typically exhibit a
skewed turn-count distribution. Training on
such data induces a novel failure mechanism
we term Format Inertia, where models tend
to generate repetitive, format-correct, but di-
agnostically uninformative questions in long
medical dialogues. To mitigate this observed
failure mechanism, we adopt a simple, data-
centric method that rebalances the turn-count
distribution of the training dataset. Experimen-
tal results show that our approach substan-
tially alleviates Format Inertia in medical pre-
consultation.

1 Introduction

The rapid advancement of Large Language Models
(LLMs) has revolutionized the field of conversa-
tional artificial intelligence, significantly enhancing
user experiences across various domains (Achiam
et al., 2023; Touvron et al., 2023). However, the
majority of these successes have predominantly fo-
cused on single-turn interactions. In contrast, real-
world industrial applications, particularly in health-
care domains such as medical pre-consultation, de-
mand robust multi-turn dialogues between patients
and doctors (Tu et al., 2024; Saab et al., 2025;
Hu et al., 2024; Winston et al., 2024). These com-
plex multi-turn environments require the model
to effectively maintain and utilize long-range con-
versational context, which remains a challenging
problem (Laban et al., 2025).

The predominant approach to adapting LLMs
for multi-turn dialogue generation in healthcare
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domains is Supervised Fine-Tuning (SFT) (Wang
et al., 2023; Yu et al., 2025; Christophe et al.,
2024). Despite its widespread use, prior work has
largely overlooked the effects of skewed turn-count
distribution in training data, particularly their in-
fluence on an LLM’s ability to maintain long-
range conversational context and the specific fail-
ure mechanisms that emerge in long medical dia-
logues. While fine-tuning on high-quality medical
datasets is widely recognized as critical for improv-
ing accuracy, consistency, and reliability, the role of
turn-count distribution in training data in shaping
long medical dialogue competence remains insuffi-
ciently understood.

This paper aims to fill this gap by hypothesiz-
ing and empirically validating that the skewed
turn-count distribution in the training datasets im-
pairs LLMs’ adherence to task constraints in medi-
cal pre-consultation multi-turn dialogues. Specifi-
cally, models trained predominantly on dialogues
with short turn lengths—reflecting real-world pro-
duction data distribution—Ilack sufficient exposure
to the complex contextual dependencies present
in longer interviews. Consequently, these models
struggle to generate follow-up questions that ac-
quire novel diagnostic information during long
medical dialogues.

To better understand this failure, we introduce
a novel failure mechanism termed Format Iner-
tia, which we define and empirically observe in
this study. Analogous to physical inertia, where an
object maintains its current state absent external
force, Format Inertia describes LLMs’ tendency to
overly rely on previously generated question pat-
terns when confronted with uncertainty in rarely
seen long medical dialogues. This results in repet-
itive and unproductive questioning that preserves
superficial format but fails to contribute new diag-
nostic information, as illustrated in Figure 1, where
models trained on skewed turn-count distribution
repeat previous questions in the latter turns of long
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Figure 1: Example of Format Inertia in Medical Pre-Consultation. When trained on skewed turn-count distribution,
the model overly relies on previously generated question patterns—preserving superficial format but failing to
contribute new diagnostic information (#2—#10) and repeating identical questions (#11—#12). Format Inertia
not only stalls clinical progress but also leaves the patient feeling confused, thereby undermining the overall user

experience.

dialogues.

To address this issue, we adopt a data-centric
strategy that constructs a Uniform Turn-Count
Dataset by sampling an equal number of dialogues
across max turn-count bins, thereby ensuring bal-
anced exposure to diverse dialogue lengths. This
approach significantly mitigates Format Inertia in
long medical pre-consultations. Our main contribu-
tions are summarized as follows:

e Analysis of Turn-Count Distribution Im-
pact: We systematically identify and quantita-
tively analyze the causal relationship between
skewed turn-count distribution in the training
dataset and degraded task constraint adher-
ence in LLMs. This clarifies a core reason for
performance degradation when training med-

itive and unproductive medical questions by
over-relying on existing question formats
when faced with uncertainty in long medical
dialogues. To our knowledge, this study is
the first to specifically explain the failure of
LLMs to maintain context when trained with
a skewed turn-count distribution.

Practical Data-Centric Solution: We adopt a
data-centric approach that rebalances the turn-
count distribution in the training dataset by
constructing a Uniform Turn-Count Dataset.
This simple adjustment significantly improves
the model’s ability to maintain long-range
conversational context and adhere to task con-
straints in long medical dialogues.

ical pre-consultation models under realistic 2 Background

conditions.

Challenges in Multi-turn Conversational Al

* Definition of Format Inertia: We propose = Multi-turn dialogue systems must maintain context
and empirically observe Format Inertia, a  across long dialogues while satisfying various con-
novel phenomenon where models trained on  straints. Recent benchmarks evaluate these capa-
skewed turn-count distribution generate repet-  bilities: FollowBench (Jiang et al., 2023) assesses
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format and content constraints, CFBench (Zhang
et al., 2024) provides a comprehensive evaluation,
and Wen et al. (2024) considers constraint combi-
nations. These studies highlight the complexity of
real-world instruction-following requirements.

To address these challenges, methodologies like
Parrot (Sun et al., 2024) enhance multi-turn capa-
bilities, while Ren et al. (2025) focus on soft con-
straints requiring contextual judgment. However,
existing research primarily concentrates on model
architectures or training paradigms, overlooking
how statistical characteristics of training data affect
long dialogue performance.

Conversational Information Seeking in Med-
ical Domain Medical pre-consultation system-
atically collects patients’ History of Present Ill-
ness (HPI) for diagnostic decisions. Systems must
actively seek diagnostically valuable information
beyond scripted questions (Tu et al., 2024; Saab
et al., 2025). Evaluation frameworks like CRAFT-
MD (Johri et al., 2025) and planning methods like
Uncertainty of Thoughts (Hu et al., 2024) support
meaningful information seeking in uncertain medi-
cal contexts.

While Supervised Fine-Tuning (SFT) using on-
line medical consultation records or synthetic med-
ical data has achieved high performance (Wang
et al., 2023; Yu et al., 2025), real medical data nat-
urally exhibits a distribution skewed toward shorter
dialogues. The impact of such skewed turn-count
distribution on long dialogue performance remains
unexplored.

3 Methodology

In this section, we investigate how the turn-count
distribution in the training dataset affects Large
Language Models (LLMs) engaged in medical pre-
consultation. We first formalize the task, then de-
scribe a failure mechanism triggered by skewed
turn-count distribution, and finally present a data-
centric mitigation strategy.

3.1 Task Definition

The objective of this task is to generate contextu-
ally appropriate questions in a multi-turn dialogue
setting, specifically within the domain of medical
pre-consultation scenarios between patients and
doctors. In this scenario, the LLM acts as a doctor
who iteratively interacts with a patient. Beyond pro-
ducing formally correct questions, the model must
maintain and use the accumulated conversational

history to ask contextually appropriate follow-up
questions that diagnostically informative.

These requirements can be grouped into two sets
of constraints: (i) format constraints, which govern
structural aspects such as response format, response
language, and the absence of forbidden terms; and
(ii) task constraints, which ensure that each gener-
ated question is clinically meaningful and advances
the diagnostic goal.

3.2 Format Inertia: A Failure Mechanism
Induced by Skewed Turn-Count
Distribution

As in most real-world datasets, medical dialogues
exhibit a skewed turn-count distribution: short con-
versations dominate, while long medical dialogues
are scarce. When an LLM is fine-tuned on such
data, its exposure to long dialogues is limited. We
hypothesise that this imbalance leads to a failure
mechanism we call Format Inertia. Faced with
these under-represented cases, the model tends to
safe, repetitive question templates that satisfy su-
perficial format constraints but fail to acquire new
diagnostic information.

Format Inertia manifests as an over-reliance on
previously generated patterns. The model preserves
surface form—e.g., a fixed question pattern—yet
produces redundant or low-utility questions be-
cause it cannot integrate long-range context effec-
tively. We validate this hypothesis empirically in
Section 4.3.

3.3 Uniform Turn-Count Dataset: Mitigating
Format Inertia

To counteract Format Inertia, we adopt a simple
data-centric remedy: constructing a Uniform Turn-
Count Dataset. This approach rebalances the train-
ing data by ensuring equal representation for dia-
logues of varying lengths. By exposing the model
to a balanced mix of short and long conversations,
we mitigate its tendency to follow repetitive pat-
terns when faced with less familiar, long dialogues.
The dataset construction process is as follows:

1. Turn-Based Binning: All N dialogues from
the source dataset are grouped into B bins
based on their maximum turn-count.

2. Quota Determination: A sampling quota, ¢,
is set to the number of dialogues in the small-
est bin.
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3. Uniform Sampling: We select all bins that
meet a minimum turn threshold, T}y;,. Let B’
be the number of selected bins. From each
of these B’ bins, we randomly sample ¢ dia-
logues.

4. Dataset Assembly: The sampled dialogues
are aggregated to form the final Uniform Turn-
Count Dataset, containing a total of ¢ x B’
dialogues.

Equalizing turn-counts naturally broadens the
spectrum of clinical scenarios encountered during
training. Shorter dialogues often correspond to con-
sultations with patients having relatively minor con-
ditions, while longer dialogues are typically associ-
ated with patients who require more in-depth med-
ical reasoning, involving complex history-taking.
This balanced exposure ensures the model develops
robust strategies for a wide range of consultation
lengths, enhancing its ability to handle the diverse
patient interactions found in real-world clinical set-
tings.

4 Experiments

In this section, we present experiments evaluating
our central hypothesis and method in our medical
pre-consultation service scenarios.

4.1 Experimental Setting

Real-World Data Source To test our hypothe-
sis, we gathered a corpus of approximately 8,000
medical pre-consultation dialogues generated by
40 doctors interacting with a patient model. This
dataset naturally exhibits a skewed turn-count dis-
tribution, with a majority of short conversations
and a minority of long ones, reflecting typical real-
world scenarios. Further details on data collection
are available in Appendix A.

Training Datasets To systematically analyze the
effect of turn-count distribution, we constructed
three training datasets sampled from the real-world
corpus: (i) a Skewed Turn 1k subset (1,000 dia-
logues), (ii) the full Skewed Turn 8k set (8,000 dia-
logues), and (iii) a Uniform Turn 1k subset (1,000
dialogues).

¢ Skewed Turn-Count Dataset: This dataset
mirrors the natural skewed turn-count distri-
bution of the real-world data source, and we
evaluate it at two different scales (1,000 and
8,000) to investigate the effect of data volume
under the same distribution.

* Uniform Turn-Count Dataset: This dataset
is constructed using our data-centric strategy,
which alleviates distributional bias by uni-
formly sampling dialogues across the entire
spectrum of turn lengths observed in the real-
world dataset. This approach ensures balanced
exposure to both short and long interactions
during training.

Evaluation Datasets To enable consistent and
rigorous evaluation of long-form dialogue capabili-
ties, we constructed a dedicated evaluation set. This
set comprises 100 patient profiles curated by med-
ical professionals. During evaluation, each model
engages in a simulated multi-turn dialogue with a
patient model instantiated from these profiles.

Doctor Model Our experiments included both
open-source and proprietary models. For the open-
source group, we selected Gemma-3-4B(Team
et al., 2025) and Qwen2.5-3B(Yang et al., 2025),
based on their strong performance and reliable
multilingual language support, including Korean,
which is the target service language.

As a representative proprietary model, we em-
ployed GPT-4.1-mini!, chosen for its balance be-
tween state-of-the-art capability and computational
efficiency. All doctor models were provided with a
simplified version of the patient’s condition to sim-
ulate limited prior knowledge typically available
during medical pre-consultation. (see Appendix C
for details).

Patient Model To ensure consistent and repro-
ducible evaluation across different doctor models,
we used 04-mini” as the patient model throughout
all inference-time interactions. The patient model
was equipped with full knowledge of each clinical
case, including detailed medical history and con-
textual information. This setup emulates a realistic
pre-consultation scenario, where the patient pro-
vides accurate and consistent responses, thereby
allowing fair comparisons across doctor model out-
puts.

Evaluation Metrics To evaluate the output qual-
ity of LLMs in the context of medical pre-
consultation under production settings, we assess
two critical aspects: adherence to service-specific
format constraints and the clinical utility of the gen-
erated questions. To measure adherence to struc-
tural requirements, we use the Format-Constraint

'opt-4.1-mini-2025-04-14
204-mini-2025-04-16
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Constraint Description

Format Constraints

response_format
response_language
forbidden_words
number_options
sentence_startend

Output adheres to the required format.

Response is consistently written in the designated language.

Prohibited terms are entirely excluded from the response.

Presents the correct number of options as specified.

Each sentence begins and ends with the appropriate grammatical form, such as polite endings.

Task Constraints

clinical_utility

The response effectively elicits additional clinical information relevant to diagnosis.

Table 1: Definitions of Format and Task Constraints used for model evaluation. Specific examples for each constraint

category are provided in Appendix F.

Model Type Samples FCSR TCSR
base - 0.361  0.872
Gemma-3 (4B) skew 1k 0.960 0.824
skew 8k 0.966  0.811
uniform 1k 0.967 0.891
base - 0.363  0.783
Qwen2.5 (3B)  skew 1k 0.922  0.746
skew 8k 0914  0.737
uniform 1k 0.927 0.812
GPT-4.1-mini  base 0.906  0.880

Table 2: Comparison of Format-Constraint Satisfac-
tion Rate (FCSR) and Task-Constraint Satisfaction Rate
(TCSR) across models trained on datasets with varying
turn-count distribution. The ‘base’ denotes the original
model before fine-tuning. ‘Samples’ refers to the num-
ber of dialogues used for fine-tuning.

Satisfaction Rate (FCSR). This metric evaluates the
model’s compliance with five predefined format-
ting rule categories, based on a modified version
of the benchmark proposed in (Zhou et al., 2023),
as listed in Table 1. We implement a strictly coded
validator to automatically and consistently check
each dialogue turn against all constraint categories.
FCSR is computed as the proportion of dialogue
turns that fully satisfy all format constraints out of
the total number of evaluated turns:

__ # of Turns Satisfying All Format Constraints
FCSR = # of Turns in Total

To assess the contextual appropriateness and di-
agnostic utility of the model’s outputs, we define
the Task-Constraint Satisfaction Rate (TCSR). This
metric evaluates whether the model adheres to qual-
itative task constraints that ensure the generation
of clinically meaningful questions, as detailed in
Table 1. TCSR is computed as the fraction of turns
that fulfill task-specific criteria:

__ # of Turns Satisfying All Task Constraints
TCSR = # of Turns in Total

To verify the diagnostic utility of the gener-
ated questions, we adopt an LLM-as-a-Judge ap-

proach (Zheng et al., 2023) as our evaluation frame-
work (see Appendix E for details).

To ensure the reliability of our evaluation frame-
work, we conducted a human verification study on
a subset of 240 samples from the evaluation data.
Two medical experts independently assessed these
samples using the same criteria as our LLM judge.
The inter-rater agreement analysis revealed:

* Cohen’s Kappa: 0.8091, indicating “almost
perfect” agreement according to Landis and
Koch’s interpretation scale.

* Spearman’s Rank Correlation: 0.8129 (p <
0.0001), confirming a strong positive correla-
tion between human and LLLM assessments.

This high level of agreement validates that our
LLM-based evaluation provides reliable and scal-
able assessment for this specific, constrained task.

4.2 Results

Our experiments reveal that while SFT improves
format adherence, the turn-count distribution of
the training data critically impacts task perfor-
mance. As shown in Table 2, models fine-tuned on
the skewed turn-count dataset with 1,000 samples
achieve a high FCSR but suffer a TCSR drop—for
example, from 0.872 to 0.824 in Gemma-3 and
from 0.783 to 0.746 in Qwen2.5—demonstrating
Format Inertia. Furthermore, increasing the volume
of skewed data to 8,000 samples can exacerbate this
degradation, leading to an even lower TCSR.

In contrast, fine-tuning on the Uniform turn-
count dataset with 1,000 samples effectively miti-
gates this trade-off. Specifically, uniform sampling
recovers TCSR to 0.891 while slightly improving
FCSR to 0.967 for Gemma-3, enabling the model
to generate responses that are both formally correct
and clinically meaningful. This finding underscores
that for medical pre-consultation tasks, data quality
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Figure 2: Models trained on skewed turn-count data
show a progressive increase in Jaccard and Cosine simi-
larity across dialogue turns, indicating an intensifying
pattern of repetitive questioning driven by Format Iner-
tia, in contrast to the base model.
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Figure 3: Impact of Skewed turn-count data on TCSR.
Inverse relationship between the frequency of turns in
the Skewed Turn training data (left y-axis) and the Task-
Constraint failure rate (1-TCSR) in evaluation (right

y-axis), highlighting performance degradation on under-
represented long turns.

and distributional balance are paramount over sheer
quantity, as the model trained on 1,000 uniform

samples significantly outperforms the one trained
on 8,000 skewed samples.

4.3 Analysis

Our analysis identifies the root cause of perfor-
mance degradation as Format Inertia. This phe-
nomenon describes the model’s tendency to fol-
low familiar, repetitive questioning patterns when
faced with the uncertainty of long medical dialogue
contexts, which are under-represented in skewed
training data. In such cases, the model success-
fully maintains surface-level format constraints but
neglects the more cognitively demanding task of
generating novel, contextually relevant questions.
We quantify this failure mechanism by analyz-

Model Size Type FCSR TCSR
base 0.361 0.872

B kew 0960 0.824

uniform  0.967  0.891

Gemma-3 base 0.577  0.880
2B kew 0972 0.843

uniform  0.976  0.896

base 0.863 0.884

2B kew 0963  0.853

uniform  0.964  0.901

Table 3: Performance variation by model size, illustrat-
ing the impact of Uniform Turn-Count Dataset on the
Gemma-3 model across its different scales.

ing question similarity throughout the dialogue. To
probe this, we measure both lexical and seman-
tic similarity of model-generated questions during
medical pre-consultation. Specifically, we use Jac-
card Similarity for lexical comparison and Cosine
Similarity for semantic similarity, computing each
question’s maximum similarity against all preced-
ing ones. As illustrated in Figure 2, models trained
on skewed turn-count data show a progressive in-
crease in both metrics, confirming that they pro-
duce increasingly redundant questions in both form
and meaning. In contrast, the base model without
fine-tuning shows no such trend. This behavior
strongly indicates that Format Inertia is a direct
consequence of the training data’s skewed dialogue
structure, causing the model to repeat surface-level
patterns that are grammatically sound but semanti-
cally unproductive. Figure 3 demonstrates a clear
inverse relationship: a given turn length’s rarity
in the training data correlates with a higher task-
constraint failure rate (1-TCSR) during evaluation.
This confirms that Format Inertia is a direct con-
sequence of the model’s limited exposure to long
medical dialogues, forcing it to fall back on for-
mally correct but functionally redundant patterns.

The issue is particularly critical for efficiency-
oriented models commonly used in real-world de-
ployments. As shown in Table 3, although the ben-
efits of a uniform turn-count distribution are ob-
served across all model sizes, TCSR consistently
declines when models are trained on skewed data
but recovers under the uniform setting. These re-
sults confirm that Format Inertia is a persistent
challenge regardless of scale, underscoring the im-
portance of addressing it to ensure the reliability

and practicality of conversational Al systems.
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5 Conclusion

In this study, we identify Format Inertia as a
failure mechanism in LLM-based medical pre-
consultation, caused by skewed turn-count distribu-
tion in the training data. Limited exposure to long
dialogues leads models to tend to familiar question
patterns, resulting in repetitive, low-utility outputs
that meet format requirements but fail to elicit new
diagnostic information. To address this, we con-
struct a Uniform Turn-Count Dataset, which rebal-
ances turn distribution. Our experiments show this
approach effectively mitigates Format Inertia in
long medical dialogues. These findings underscore
the critical role of data distribution, especially the
turn-count distribution, in multi-turn robustness.

Limitations

Our study has several limitations that also point to
directions for future work. First, our experiments
are concentrated on the specific domain of medi-
cal pre-consultation. A valuable direction for fu-
ture research would be to investigate whether the
Format Inertia phenomenon we identified gener-
alizes to other conversational domains, such as le-
gal counseling or technical support, which would
broaden the implications of our findings. Second,
our evaluation of question quality relied on an
LLM-as-a-Judge approach. While this method en-
sures consistency, it may not fully capture the nu-
anced judgments of human medical experts. Future
work could strengthen the validity of our evaluation
framework by systematically analyzing the correla-
tion between LLM-based assessments and human
expert judgments. Finally, while we identify the
skewed turn-count distribution as a key driver of
Format Inertia, other factors—such as the diversity
of dialogue scenarios or specific model architec-
tures—could also contribute to this phenomenon.
Exploring these additional factors represents an
important avenue for developing a more compre-
hensive understanding of this failure mode.

Ethics Statement

This study was conducted with a strong commit-
ment to ethical principles. The dataset used for
training and evaluation was sourced from a con-
trolled patient simulation platform, where medical
professionals generated dialogue data. Crucially,
this process did not involve any real patient data,
thereby avoiding risks related to patient privacy

and data confidentiality. All data was carefully pro-
cessed to ensure no personally identifiable informa-
tion was included. We emphasize that the models
developed in this research are intended as assistive
tools for pre-consultation and are not a substitute
for professional medical diagnosis or advice. Any
real-world deployment of such technology would
require rigorous safety testing, regulatory approval,
and a human-in-the-loop system to ensure patient
safety and well-being.
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A Dataset Details

Data Source and Scale Our real-world dataset
was collected from a medical pre-consultation plat-
form, where 40 licensed doctors conducted pre-
consultations with patient models (see Figure 4).
In total, we collected 8,000 dialogues.

Real-World Distribution The dataset naturally
exhibits a heavily skewed turn-count distribution,
where most dialogues are short (see Table 4). This
inherent imbalance motivated our investigation into
how turn-count distribution affects model behavior,
especially in long medical dialogues.

Skewed Turn-Count Dataset To reflect the real-
world data distribution, we constructed a Skewed
Turn-Count Dataset by sampling 1,000 dialogues
probabilistically from a pool of 8,000, preserving
the original skewed turn-count distribution.

Uniform Turn-Count Dataset To address the
Format Inertia phenomenon caused by the skewed
turn-count distribution, we constructed a Uniform
Turn-Count Dataset that equalizes the represen-
tation of dialogues across different lengths. The
dataset creation procedure is outlined below:

1. Turn-Based Binning: We first divided all
8,000 dialogues from the original dataset into
12 bins according to their maximum turn-
count (from 1 to 12).

2. Quota Determination: To ensure uniformity,
we used the bin with the smallest number of
dialogues as the reference for sampling. As
shown in Table 4, the bin for 12-turn dialogues
contains only 111 examples, which we set as
the sampling quota.

3. Uniform Sampling: We then randomly sam-
pled 111 dialogues without replacement from
each of the nine bins, ranging from 4 to 12
turns (excluding bins with fewer than 4 turns,
which contained no dialogues).

4. Dataset Assembly: The sampled dialogues
were merged to form the final Uniform Turn-
Count Dataset, consisting of 999 dialogues
(111 dialogues x 9 bins), i.e., almost 1,000 in
total. This construction ensures that the model
is trained on a balanced distribution of short
and long multi-turn interactions.

Turn Count

0
0
0
1835
1890
1825
820
705
395
260
165
111

h—
R - R R N N e N

Table 4: Real-World Turn-Count Distribution in Medical
Pre-Consultation.

B Training Details

Models We employed a set of Large Language
Models (LLMs) as doctor models in our experi-
ments. Specifically, we used the instruction-tuned
versions of the following models: google/gemma-
3-4b-it, google/gemma-3-12b-it, google/gemma-3-
27b-it, and Qwen/Qwen2.5-3B-Instruct.

Fine-Tuning Procedure Supervised Fine-
Tuning (SFT) was performed using the training
datasets described in Appendix A. We utilized the
Unsloth framework? to streamline the fine-tuning
process.

Hyperparameters We fine-tuned the models
with the following hyperparameter configuration: a
learning rate of 1 x 1074, batch size of 32, and 3
training epochs. We used QLoRA (Dettmers et al.,
2023) with a rank of 32, lora alpha = 64, lora
dropout = 0.1, a cosine learning rate scheduler, and
a weight decay of 0.005.

Hardware Environment All fine-tuning exper-
iments were conducted on NVIDIA A100 GPUs,
each equipped with 80GB of memory.

C Patient Information Provided to
Models

During evaluation, different sets of patient informa-
tion were provided to the doctor and patient models
to simulate realistic consultation dynamics.

Doctor Model Input As illustrated in Table 5,
the doctor model received a concise summary of the
patient’s profile. This summary includes essential
information such as age, gender, chief complaint,

3https: //github.com/unslothai/unsloth
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Patient Profile

b
"history_of_present_illness": {,
“Location": "RE% i TK|, 35| 42|

Figure 4: Interface of the medical pre-consultation platform where doctor and patient models engage in interactive

pre-consultation dialogues.

and a brief description of symptoms. This limited
view encourages the doctor model to ask clarifying
questions to gather more detailed clinical informa-
tion.

Patient Model Input Table 6 shows the full
patient context that was provided to the patient
model. This includes comprehensive clinical data
such as detailed symptom descriptions, medical his-
tory, and other contextual information. The patient
model responds to the doctor’s questions based on
this full input, ensuring informative and contextu-
ally accurate answers.

This asymmetric information setup mimics real-
world patient-doctor interactions and helps evaluate
the models’ ability to engage in effective diagnostic
dialogue.

D System Prompts

D.1 Doctor System Prompt

The following prompt was used for the doctor
model to generate medically relevant follow-up
questions:

Doctor System Prompt

You are a physician with professional

medical knowledge. Your task is
to generate the optimal follow-up
question that helps with differential
diagnosis based on the given patient

( . o 9 9 B
information and previous consultation
history.

### Instructions

1. You must use only Korean.

2. Generate only questions that
effectively collect medically useful
information required for diagnosis.

3. Provide 2 to 5 options.

4. Do not include "Other” as an option.
5. Output in YAML format.

6. The question must end with
(appropriate polite phrase in Korean).

”-9-?“

### Output format
Question:
Options:

D.2 Patient System Prompt

The patient model received the following prompt
along with specific patient profile information:

Patient System Prompt

You are a patient with the following
profile:
{patient_information}
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You should faithfully answer the )
doctor’s inquiries for an appropriate
diagnosis. Choose one of the questions
provided by the doctor and respond.

Output format:
Answer:

E Evaluation Details

Judge LLM  We employed GPT-4.1-mini * as the
evaluation judge. The model was prompted with a
rubric to assess each turn based on format and task
satisfaction. We selected this model based on its
strong performance on Korean medical QA bench-
marks, particularly KorMedMCQA (Kweon et al.,
2024), which served as a key reference for eval-
uating its judgment capabilities. The evaluation
prompt used for the judge model is shown in Fig-
ure 5.

F Constraint Examples

The examples provided are based on actual data
used in our evaluation or similar scenarios.

Format Constraint Examples Figures 6-10 il-
lustrate how a model’s response can satisfy or vi-
olate each format constraint. Each figure shows
a side-by-side comparison within a hypothetical
dialogue turn where the model acts as a doctor.

Task Constraint Examples Figure 11 provides
an example for the clinical_utility constraint. It
shows whether the model’s (doctor’s) question ef-
fectively elicits new information necessary for pa-
tient diagnosis.

G Real-world Case Study

Beyond our controlled experimental setting, we
applied this model to VDoc’, a medical pre-
consultation service deployed in South Korea,
where we directly observed Format Inertia in real-
world production settings. In one notable case, a
patient consultation extended to 15 turns due to
complex symptoms. After turn 8, the model began
repeating variations of previously asked questions
about symptom onset and pain location, despite
having already received comprehensive answers.

*opt-4.1-mini-2025-04-14
5https ://www.vdoc.kr/en

This real-world instance confirmed that Format In-
ertia is not merely an experimental artifact but a
critical production issue that impacts user experi-
ence and diagnostic efficiency.

H Distinction Between Format Inertia
and Context Rot

While Format Inertia may appear related to the
concept of “Context Rot”—a general performance
degradation over long contexts—we argue that For-
mat Inertia represents a more specific and action-
able failure mode:

* A Specious Failure Mode: Context Rot de-
scribes broad degradation across all met-
rics. In contrast, Format Inertia identifies
a deceptive scenario where models main-
tain high Format-Constraint Satisfaction Rate
(FCSR) while experiencing sharp drops in
Task-Constraint Satisfaction Rate (TCSR).
The model appears functional but fails at its
core diagnostic purpose.

* Specific Pattern Recognition: Format Iner-
tia manifests as repetitive questioning pat-
terns that are formally correct but diagnosti-
cally useless. This specific behavioral pattern
makes it identifiable and addressable through
targeted interventions like our uniform sam-
pling approach.

* Production Impact: Unlike general context
degradation, Format Inertia creates a particu-
larly problematic user experience where pa-
tients receive seemingly valid but redundant
questions, leading to frustration and abandon-
ment of the consultation process.
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Age 45

Gender Male

Chief Complaint Persistent cough and unintended weight loss
Symptom Duration  Within 3 months

Symptom Location Right pectoral region and sternal area

Table 5: Example of information provided to the doctor model during evaluation, representing a simplified summary
of the patient’s profile.

Disease Pulmonary tuberculosis
Department Undetermined
Typicality Typical

Age 45

Gender Male

Height 172 cm

Weight 68 kg

Symptom Location
Symptom Quality
Symptom Severity
Symptom Duration
Timing

Context
Modifying Factors

Central chest and occipital region

Intermittent dry cough and chest tightness

5/10

2 months

Severe coughing in the morning, intermittent during day
Worsened after outdoor work and fatigue

Warm tea and rest help; worsens with activity

Associated Symptoms ~ Weight loss, night sweats, low-grade fever, mild dyspnea

Pain Area

Past History
Social History
Additional Info

Right chest (pectoral), Sternal region

No prior TB or chronic respiratory illness
Construction worker, past smoker, high-density living
Dust exposure, smoking history, persistent fatigue

Table 6: Example of information accessible to the patient model during evaluation, including comprehensive clinical
and contextual details.

[System]

Please act as an impartial judge and evaluate the quality of the response provided by an Al
assistant acting as a doctor in a medical pre-consultation scenario. Your evaluation should
consider the criterion defined below.

Evaluation Criterion:

Effective Elicitation of New Information for Diagnosis: Evaluate whether the generated question
effectively elicits new information necessary for patient diagnosis. Your answer must be either
True or False.

Begin your evaluation by providing a short explanation for your decision. Be as objective as
possible. After providing your explanation, please state your decision as either True or False.
Strictly follow this format: "[[Truel]" or "[[False]]".

Here is the conversation history:
{conversation _history}

Here is the question and options generated by the assistant:
Question: {question}
Options: {options}

Figure 5: The Evaluation Prompt.
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Constraint: response_format — Whether the model’s response adheres to the specified output format.

Satisfying Example

question: "Where is the pain located?”
options:

- "Entire head”

- "Forehead”

- "Back of the neck”

- "Temples"

Explanation: The response correctly follows the YAML struc-
ture.

Violating Example

Where is the pain? The options are 1. Entire head,
2. Forehead, 3. Back of the neck, 4. Temples.

Explanation: The response does not follow the specified
YAML format and consists only of plain text.

Figure 6: Examples for the response_format constraint.

Constraint: response_language — Whether the model’s response is composed exclusively in the specified language (e.g.,

English).
Satisfying Example Violating Example
question: "When did the symptoms start?” question: "Quand les symptdémes ont-ils commencé ?"
options: options:
- "Today" - "Aujourd'hui”
- "Yesterday” - "Hier"

- "A few days ago”
- "More than a week ago”

Explanation: All content in the response is written in English.

Explanation: The response is written in French, violating the
English-only requirement.

Figure 7: Examples for the response_language constraint.

Constraint: forbidden_words — Whether the response uses any forbidden words specified by the service (e.g., a forbidden

word: "Other").

Satisfying Example

question: "What type of painkiller did you take?”
options:

- "Ibuprofen”

- "Acetaminophen”

- "Aspirin”

- IINoneII

Explanation: The model avoids the forbidden word "Other"
by listing only specific options.

Violating Example

question: "What type of painkiller did you take?”
options:

- "Ibuprofen”

- "Acetaminophen”

- "Other”

- "None"

Explanation: The model includes the forbidden word "Other"
in the options, violating the constraint.

Figure 8: Examples for the forbidden_words constraint where "Other" is a forbidden term.
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Constraint: number_options — Whether the number of options provided with the question is correct (e.g., a rule: must be

between 2 and 5 options).

Satisfying Example
question: "What is the nature of the pain?”
options:

- "Throbbing”

- "Stabbing”

- "Squeezing”

Explanation: It provides 3 options, which adhere to the rule.

Violating Example

question: "Where is the pain located?”
options:

- "Forehead”

- "Temples”

- "Back of the head”

- "Neck”

- "Jaw"

- "Behind the eyes”

- "Left side”

- "Right side”

Explanation: It provides 8§ options, exceeding the maximum
allowed number.

Figure 9: Examples for the number_options constraint.

Constraint: sentence_startend — Whether the question ends with the appropriate polite phrase (e.g., must end with ".3.?").

Satisfying Example
question: "&30| 7t H8F A|ZHCiZt AAQI7IR7”
options:
- “O}'i.:ll"
_ ug_?_n
— ndpn
o

- 'S A2 Y

Explanation: The question ends with a polite expression ("
27", conforming to the expected sentence structure.

Violating Example
question: "&Z0| 7t Aot A|ZtCH?”
options:
- no}_ic!u
_ ng_?_u
_ nd}nr
[mm )

_ noj{om
HA O

Explanation: The question ends with a fragment, not a polite
sentence ending with "8.?", violating the constraint.

Figure 10: Examples for the sentence_startend constraint requiring questions to end with " Q7"

Constraint: clinical_utility — Whether the generated question effectively elicits new information required for patient

diagnosis.

Satisfying Example: (Dialogue Turn 5) Previous conversa-
tion summary: The patient has mentioned having a headache,
located in the forehead, which started a few days ago.

question: "Were there any specific activities or
changes (e.g., stress, lack of sleep, dietary
changes) before the headache occurred?”
options:
- "Yes, there were”
- "No, there were not”

Explanation: This is a question that explores new information
about the background of the patient’s symptoms, attempting
to obtain crucial information for diagnosis. It asks about a new
aspect not covered in the previous conversation.

Violating Example (Format Inertia Case): (Dialogue Turn
10) Previous conversation summary: The patient has already
provided a lot of information, including the headache, its loca-
tion, onset, nature of the pain, and accompanying symptoms
(no nausea, sensitivity to light/sound). The model had also
asked "When did you start feeling sick?" in turn 4.

question: "When did the symptoms start?”
options:

- "Today"

- "Yesterday”

- "A few days ago”

- "More than a week ago”

Explanation: The model is asking a question that has already
been answered or can be inferred from a previous turn. Al-
though it is formally a question, it is an unproductive one that
fails to elicit any new diagnostic information.

Figure 11: Example for the clinical_utility constraint.
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