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Abstract

High-quality annotated data is a cornerstone of
modern Natural Language Processing (NLP).
While recent methods begin to leverage di-
verse annotation sources—including Large
Language Models (LLMs), Small Language
Models (SLMs), and human experts—they of-
ten focus narrowly on the labeling step itself.
A critical gap remains in the holistic process
control required to manage these sources dy-
namically, addressing complex scheduling and
quality-cost trade-offs in a unified manner. In-
spired by real-world crowdsourcing compa-
nies, we introduce CrowdAgent, a multi-agent
system that provides end-to-end process con-
trol by integrating task assignment, data an-
notation, and quality/cost management. It
implements a novel methodology that ratio-
nally assigns tasks, enabling LLMs, SLMs,
and human experts to advance synergisti-
cally in a collaborative annotation workflow.
We demonstrate the effectiveness of CrowdA-
gent through extensive experiments on six di-
verse multimodal classification tasks. The
source code and video demo are available at
https://github.com/QMMMS/CrowdAgent.

1 Introduction

High-quality annotated data serves as the corner-
stone for advancements in machine learning models
and is pivotal for the digital transformation of enter-
prises. To meet the substantial data requirements,
manual annotation through crowdsourcing (Li et al.,
2017; Zhen et al., 2021; Zhang, 2022) has been a
prevalent approach due to its inherent scalability
and flexibility. However, this method faces chal-
lenges, including high costs, particularly for tasks
demanding specialized expertise, such as medical
(Johnson et al., 2023; Li et al., 2022) and financial
(Chen et al., 2021) tasks, and is labor-intensive for
large-scale annotation.
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Figure 1: Comparison between traditional crowdsourc-
ing company and our proposed system. CrowdAgent
automates human management by using a collabora-
tive multi-agent system, where tasks are dynamically
dispatched to diverse annotation sources.

To address this, LLMs-based annotation meth-
ods (Ding et al., 2023) have been particularly preva-
lent due to LLMSs’ strong zero-shot capabilities that
achieve near-human performance while incurring
lower costs. Due to inherent biases that can lead to
inaccurate results, relying solely on LLMs is often
insufficient. To address these shortcomings, recent
work has focused on creating hybrid systems that
combine multiple annotation sources. For example,
Co-Annotating (Li et al., 2023) treats LLMs as di-
verse annotators by employing a set of 7 prompt
types; FreeAL (Xiao et al., 2023) is motivated by
classical active learning theory to integrates noisy-
label trained small models as a label filter; Lapras
(Wang et al., 2024b) utilizes verification scores to
combine human and LLMs. However, current so-
lutions mostly rely on a predefined labeling task
with a fixed cost budget and seek to maximize label
quality via algorithmic design.

Moreover, a significant disconnect persists be-
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tween algorithmic techniques and the practical an-
notation process control required in real-world
projects. As depicted in Figure 1, in a human-run
crowdsourcing company, when a user submits an
annotation task with a specified budget, a manager
selects an appropriate group of human annotators.
After the initial annotations are collected, gual-
ity assurance reviewers assess their accuracy, and
each annotator’s profile is updated to inform future
task assignment. A finance officer then reviews
the expenditures. Finally, the aggregated report on
accuracy and cost is returned to the manager, who
decides whether to re-assign the task for another
round of annotation or to deliver the final results.
Technically, to achieve such a complex, multi-stage
process, multi-agent system (Huang et al., 2022;
Lin et al., 2025; Wang et al., 2024a; Chen and Si,
2024) emerge as a natural and powerful solution to
intelligently control the entire process, in order to
assign tasks to the most suitable annotators under
evolving conditions, ultimately maximizing anno-
tation efficiency. Yet, such a holistic annotation
agent system remains underexplored.

In this paper, we introduce CrowdAgent, a novel
multi-agent system to manage the dynamic col-
laboration between multiple annotation sources,
with real-time quality assurance and cost manage-
ment. Our system comprises four core components:
1) The Annotation Agents comprise multi-source
annotators, including various large models, small
models, and humans!, providing labels for the
given annotation task; 2) The Quality Assurance
(QA) Agent evaluates label quality using golden
samples and performs label aggregation; 3) The
Financing Agent monitors real-time budget con-
sumption and evaluates the cost-effectiveness of
each annotation source; 4) The Scheduling Agent
dynamically dispatches tasks by synthesizing per-
formance history, cost analysis, and quality feed-
back to rationally assign each sample to the most
suitable annotator, thereby achieving an optimal
trade-off between label quality and annotation cost.

Our CrowdAgent System also provides a user-
friendly and extensible annotation platform. The
core functionalities include flexible task configura-
tion, real-time monitoring of agent interactions, and
visualization of key metrics such as labeling accu-
racy and budget consumption. The system closely
simulates the operational workflows of real-world

'We generalize human as an agent concept since it is indis-
pensable to introduce human knowledge in annotation.

crowdsourcing platforms, enabling users to dynam-
ically adapt scheduling strategies based on runtime
feedback. This powerful human-in-the-loop collab-
oration, designed to optimize the quality-cost trade-
off, empowers enterprises and research institutions
to build high-quality datasets more efficiently for
the fast deployment of Al applications.

2 The CrowdAgent System

Notations. Formally, the user initiates the pro-
cess by defining an annotation task and provid-
ing an unlabeled dataset D = {z;}}¥, with N
samples, where the corresponding true label y; €
Y ={1,...,C} of z; is initially unknown. Here,
C represents the total number of classes. To
evaluate annotation quality, a labeled golden set
Diabeted = {(z4, yz)}f\il is secretly mixed into the
main dataset, which can either be curated from
prior, similar annotation tasks or be formed by pre-
labeling a small portion of D. To prevent label leak-
age, golden set is used exclusively by the Quality
Assurance Agent for label aggregation and profil-
ing. Diabeled 1S never exposed to the annotators or
used as in-context learning examples in prompts.

An Overview. CrowdAgent establishes a multi-
agent annotation workflow (see Figure 2) that mir-
rors the roles and interactions of its human coun-
terpart. Each agent within the system is defined
by a specific role and a set of operational skills,
and all agents adhere to the ReAct-style behavior
described by Yao et al. (2023). Communication
between agents is facilitated through the exchange
of structured files and a shared message pool. All
agents in CrowdAgent are designed to learn from
the decisions and outcomes of previous rounds.
Due to the page limits, we refer the readers to Ap-
pendix C for more technical details such as prompt
designs and model training methodologies.

2.1 Annotation Agents

Firstly, we describe Annotation Agents—our core
operational units directly involved in the data la-
beling process. Traditional annotation techniques
relying on a single source struggle to simultane-
ously optimize for efficiency, accuracy, and cost.
For instance, manual annotation by human experts,
while often high-quality, is expensive and lacks
scalability. Large-scale annotation by LLMs is effi-
cient but can be susceptible to biases and noise. To
mitigate these individual drawbacks, our Annota-
tion Agents consist of three main categories:
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Figure 2: Workflow of CrowdAgent. The system emulates a virtual annotation company by employing intelligent
agents with specialized skills. These agents orchestrate a collaborative workflow, dispatching tasks to a diverse set
of annotation sources to leverage their respective strengths.

(1) LLM Anneotators: Following Li et al. (2023),
our system instantiates multiple, distinct LLM
annotator agents by employing several types of
prompt designs. These prompts are engineered
to guide each LLM annotator to adopt a differ-
ent perspective on the task. The strategies include
introducing a confirmation bias, altering the task
structure via sequence swapping, and reframing
the problem by changing the question format (e.g.,
True/False or Multiple Choice). This diversity in
prompting and in-context learning using dynami-
cally curated examples enhances robustness.

(2) SLM Annotators: Motivated by previous work
(Xiao et al., 2023), we train small deep models with
noisy-label learning techniques (Li et al., 2020).
They serve as label purification agents that distill
potential true labels from noisy LLM outputs. The
detailed training process is shown in Appendix C.1.
(3) Human Annotators: Humans provide expert
judgment on the most challenging samples, which
are strategically selected based on low confidence
and diversity metrics to maximize their impact.
To seamlessly integrate it with our system, we
consider an off-the-shelf online NetEase Youling
Crowdsourcing Platform ? due to its native support
for programmatic task dispatch. One may also con-
sider other crowdsourcing platforms like Amazon
Mechanical Turk (Crowston, 2012).

2.2 Quality Assurance Agent

Given the diverse outputs produced by crowd-
sourcers, practical workflows often require eval-

“https://zb.163.com/

uating which labels should be adopted as final,
as well as identifying potential labeling errors to
guide future annotation rounds. Inspired by this,
we develop a Quality Assurance (QA) Agent to
automate these processes and provide quality as-
sessment feedback, thereby assisting the scheduler
in making more informed decisions.

Quality-driven Label Aggregation. Given that
we have multiple outputs from different annotation
agents, the QA Agent first incorporates a label ag-
gregation mechanism to detect the most possible
labels. We design the default aggregation method
as an iterative Bayesian inference technique (Burke
and Klein, 2020). It calculates a posterior prob-
ability distribution over the possible classes for
each sample by calculating a confusion matrix on
the validation set Djypelea. The output is twofold:
1) a single aggregated label for each sample, de-
termined by the class with the maximum poste-
rior probability, and 2) a corresponding confidence
score. A sample is considered "converged" if its
confidence score surpasses a predefined threshold.
Notably, our system is also designed to be modular
and supports various label aggregation methods,
with further details available in Appendix C.2.

Quality Analysis and Profiling. Beyond aggre-
gation, the QA Agent conducts deeper analysis to
generate feedback for other agents. This involves
two key functions: 1) Capability modeling. The
agent takes an annotator’s confusion matrix as in-
put and analyzes its error patterns to identify spe-
cific strengths and weaknesses. The output is a

927



Select an annotation task id o view the agents' messages:

Agents Interaction

. . Multimodal_Classification
See the agents' messages and interactions here.

iScheduling Agent . Annotation Agent

Jl The analysis of the wrong annotation samples
reveals several recurring issues that led 1o
mislabeling. For instance, Sample
912036910416060672 was labeled as
"other_relevant_information" when it should have
been classilied as "nol_humanitarian.” This
misclassification may stem from the annotator's
misunderstanding of the context of the statement,

which discusses federal reliof efforts but does not

il Wrong Sample Analysi

meir

4. Spot Check

Annotation Rules for
Classifying Hurricane-
Related Texts

1. Humanitarian Efforts:

©  Label as humanitarian if the lext

discusses relief efforts, donations, or

[ 1. User Request ]

& Twantto label a tweet classification dataset. T have the text and i

need Lo be dassifled o determine the Lype of the piven tweel lext or image. Calegories are:

» Notinformative for humanitarian assistance purposes: the main purpose of humanitarian aid is to save lives,
alleviate suffering, and rebuild affected communities, and this tweet does not provide information for the following
categories.

+  Damage Lo infrastructure and utlities: if the Lweel/image reports/shows any buildings or struclures affected by
earthquakes, fires, heavy rain, floods, strong winds, gusts, etc., such as damaged houses, roads, buildings; houses,
streets, highways in floods; blocked roads, bridges, passages; callapsed bridges, power poles, communication poles,

ete.

* Rescue, volunteer, or donation activities: if the tweet/image teports/shows any type of rescu, volunteer, or donation

aclivities, such as people being lransported Lo safety; people being evacuated from danger zones, people receiving
medical assistance or food, people in shelter facilities, donatians, blood donatians, or services, ete.

+ Other relevant information: if the tweet/image daes not belong to any of the above categories, but still contains
useful information for humanitarian aid. select this category. This includes vehicle damage, injured or deceased

individuals, missing or found persons, affected individuals, or reports of other disaster-related information.

Imischeduling Agent . Annotation Agert (il Wrong Sample Analys

[ 5. QA Analysis L

Accuracy: 0.8428

@ The confidence distribution for the entire dataset
indicates a robust performance from the most

reeent multi-modal annotation round. The average
i Uncenverged Count: 963

R4

confidence level is approimmately 0.972, with an
smpressive total of 3377 samples classified as high Average Confidencer 0.972
confidence (0.9-1). However, lhere remains a nolable
963 samples that fall below the desired threshold of
099, highlighting areas that stil require attention.

Confidence Distribution

Ir this round, 577 high-confidence samples have an

@ Scheduling Agent . Annofation Agent &l Wrong Sample m\{ 2. Task Assign ment

i® Scheduling Agent . Annotation Agent 4l Wrong Sumple ,\[

6. Annotator Profile ]

)

l&/ In this round, I will select the LLM annotation tool ) B
for classifying the tweet dataset related to disasters, | A7PORtor Selection: GPT-4o mini Annotator

Reason for Selecting LLM
Annotate Tool: GPT-40 mini
1. Current State Analysis: The LLM annotator can

efficiently handle text-only data and is well-

suited for understanding the contextual

into the annotator's performance acrass four Confusion Matrix
cetogorios: not_humanitarian,

infrastructure_and_utility_damage,

rescue_volunteering_or_donation_effort, and

other_relevant_information. The diag
indicate correct annotations, with the highest o el W51
g

accuracy in the "not_humanitarian' category (119 me2 3 0 1§

correct predictions) and a moderate performance in

ey (NGRS

"other_relevant_information” (21 correct

& The confusion matrix reveals significant insights (

Annotation Results

R2

= lahel

not_humanitarian How Harve

other_relevant_information Telegraph |

- GPT-4 ini
=40 ITII1

ather #Maria beg

jonation_cffort | [IELP PEO}

| b Do 8 - [ 3. Annotation ]

{ 7. Financing Analysis ]

onAgent BL0AAgent &

approximately $2.685, resulting in a remaining | Budget Cost: §2.685
Remaining Budget: $14.167

| Budget Saved: $40.421

( & The recent annotation round incurred a cost of (
|
‘ Dbudget of approximately $14.17. The annotation task ‘

R6

has shown signs of enhancing accuracy and quality,
especially with recent use of human annolators
which resulled in a near perfect accuracy rate of

| 100% on human reviewed samples. |

[ 8.‘Ne)‘(t Round... ]/ J

| Analyzing Lhe call path illustrales a diverse [low of

} annotators, starting initially with Low-cost models

Figure 3: The user interface and agent interaction process of CrowdAgent.

detailed annotator profile, which is used by the
Scheduling Agent to make more informed task as-
signments. 2) Generate personalized annotation
guidelines. Using incorrectly labeled samples and
their corresponding golden versions from Digpeled
as input, the agent synthesizes a set of clear an-
notation rules and illustrative case studies. This is
then formatted into a system prompt, serving as an
output to refine the instructions for the LLM Anno-
tator in subsequent rounds. Finally, the QA Agent
publishes a summary of all its findings above to the
shared message pool for other agents to access.

2.3 Financing Agent

For any enterprise purchasing annotation services,
cost is one of the most critical performance indica-
tors. Conventionally, a project budget is estimated
upfront, with manual tracking of expenses like la-
bor hours and platform fees during the project. This
process is often delayed, manual, and disjoint, lack-
ing the agility to respond to real-time changes.

To address these limitations, the Financing

Agent tracks expenses from all annotation sources,
including LLM API calls (priced per token), SLM
computations (based on GPU runtime), and hu-
man labor (priced via the Youling platform). Its
primary function is to conduct a continuous cost-
effectiveness analysis. For its input, it synthe-
sizes this cost data with historical performance met-
rics for each annotator, which it retrieves from the
shared message pool. The resulting output, a com-
prehensive financial analysis of each annotator’s
cost-performance ratio, is then published back to
the message pool, providing the Scheduling Agent
with crucial, data-driven insights for optimizing
task allocation.

2.4 Scheduling Agent

In practical enterprise settings, task assignment
requires a comprehensive balance of data scale,
task difficulty, and budget constraints, along with
an evaluation of each annotator’s domain exper-
tise, cost, and quality consistency. Traditional
manual or simple rule-based assignment methods
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Method Human \ Cri-Info Cri-Hum Cri-Dam MM-IMDb COV-CTR V-SNLI
GPT-40 mini X 75.67 69.15 55.79 79.85 66.61 67.03
FreeAL X 80.70 81.05 60.32 82.16 67.59 79.70
CoAnnotating v 82.40 83.60 59.52 84.72 68.60 82.53
AL-Entropy v 88.32 88.20 53.97 65.39 92.56 69.00
AL-CoreSet v 88.48 87.50 57.14 68.06 94.63 65.52
CrowdAgent v 89.25 89.37 65.79 85.66 98.21 88.45

Table 1: The results of CrowdAgent for different tasks. The system consistently outperforms baseline methods
when using a fixed human annotation proportion (5% for MM-IMDb and COV-CTR; 15% for the remaining tasks).

are ill-equipped to handle the complexity of large-
scale tasks and diverse annotation resources. The
Scheduling Agent is introduced to automate this
complex assignment and management workflow.

Task Assignment. The Scheduling Agent’s pri-
mary role is to dynamically adjust its task assign-
ment policies to maximize the effectiveness of the
collaborative annotation methods detailed in Ap-
pendix C.1. To make its decisions, the agent takes a
comprehensive set of inputs: 1) the analyses from
the QA and Financing Agents, 2) detailed annotator
profiles, 3) all historical performance data retrieved
from the shared message pool. Furthermore, in this
multi-round setting, the agent is designed to reflect
on and learn from its own past scheduling deci-
sions to refine its strategy over time. The resulting
output is a scheduling decision that assigns uncon-
verged samples to the most suitable annotator.

Iterative Process and Termination. This iter-
ative process continues until a predefined termi-
nation condition is met, such as the budget being
exhausted, the maximum number of iterations be-
ing reached, or all samples achieving their target
confidence score. If all samples have converged
but the target accuracy (e.g. 100%) is not met,
the system identifies the lowest-confidence sam-
ples challenging for machine annotators and flags
them for a final human verification, finishing the
end-to-end process control loop.

A Typical Annotation Process. Within our sys-
tem, these diverse annotation agents may collabo-
rate in a typical multi-round workflow. (i)-Cheap
Initial Labels: LLMs perform initial large-scale
annotation and subsequent refinement using in-
context learning, for which the demonstration ex-
amples are either generated by imitating unlabeled
samples or are carefully curated by a trained SLM.
Notably, this pool of demonstration examples is
created dynamically by the system and requires

no initial human labels. (ii)-Denoising and Filter-
ing: The SLMs are then robustly trained on the
LLMs’ potentially noisy outputs by fitting a two-
component Gaussian Mixture Model to identify
and learn from the clean samples. (iii)-Human-in-
the-Loop Annotation: The remaining unconverged
samples are strategically assigned to human anno-
tators. We first identify a candidate pool with the
lowest confidence scores derived from Bayesian
inference, and then apply the Core-Set (Sener and
Savarese, 2018) algorithm on the SLM’s embed-
dings to select a diverse final subset. These selected
samples are then dispatched automatically to the
NetEase Youling Crowdsourcing Platform to col-
lect quick feedback from humans.

2.5 System Demonstration

Our CrowdAgent system provides a user-friendly
interface (see Figures 3 and 5) that guides users
through the entire annotation project, enabling the
monitoring of agent interactions and the tracking
of key metrics such as budget and label quality.

Task Configuration. Users can specify the task,
set the total budget, and define a custom set of class
labels. The interface supports selection of multi-
ple annotation agents and configuration of external
server connections to third-party crowdsourcing
platforms for distributing human annotation tasks.

Agents Interaction. Agents Interaction page pro-
vides a transparent view into the operations of the
multi-agent system, allowing users to inspect both
current and historical interactions. This includes
the progress of individual annotators, analyses of
difficult samples, automatically generated agent
profiles, and the decision logic of the Scheduling,
QA, and Financing Agents.

Annotation Details. This page offers a round-by-
round breakdown of the annotation process, pre-
senting critical statistics such as the annotators de-
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Figure 4: Performance comparison on the V-SNLI
dataset at varying levels of human involvement. The
confidence threshold is set to 1 for CrowdAgent.

ployed, labels generated, round-specific accuracy,
and costs incurred. It also supports the manual
management of human annotation tasks, offering
the flexibility to download data for offline label-
ing and re-upload the results, complementing the
system’s automated dispatch capabilities.

Dashboard. Dashboard Page provides a central-
ized control panel that visualizes a comprehensive
overview of the project’s progress. It features in-
tuitive charts tracking key metrics like accuracy,
estimated cost savings, and confidence distribution,
and allows for the direct download of the final ag-
gregated dataset.

3 Experiment

In this section, we provide brief empirical evidence
to show the effectiveness of our system. Specifi-
cally, we evaluate CrowdAgent on a diverse range
of multimodal classification tasks (Table 3), includ-
ing CrisisMMD (Alam et al., 2018) with three sub-
tasks: Informativeness, Humanitarian, and Dam-
age Severity classification, MM-IMDb (Arevalo
et al., 2020) for movie genre classification, COV-
CTR (Liet al., 2022) for COVID-19 diagnosis, and
V-SNLI (Vu et al., 2018) for visual-textual entail-
ment analysis. We employ GPT-40 mini (OpenAl
et al., 2024) as LLM Annotator. SLM Annotators
include RoBERTa (Liu et al., 2019), ConvNeXt V2
(Woo et al., 2023) and MMBT (Kiela et al., 2019).
In each round that invokes human annotation, a
batch corresponding to 5% of the total dataset is
assigned. The default confidence threshold for con-
vergence is set to 0.99. For complete experimental

Rd. Annotator Acc. (%) Cost ($)
1 LLM 76.90 0.56
2 RoBERTa 78.61 0.14
3 MMBT 79.30 0.04
4 Human 82.20 2.69
5 VLM 82.51 1.42
6 Conv. V2 83.49 0.11
7 LLM 83.57 0.48
8 Human 86.28 2.69
9 VLM 86.50 1.44
10 RoBERTa 86.44 0.14
11 Human 89.37 2.72

Table 2: A round-by-round breakdown of the CrowdA-
gent workflow on the CrisisMMD Humanitarian task.

details, cost calculation methodologies and further
discussion, please refer to Appendix B.

3.1 Main Results

CrowdAgent consistently delivers higher anno-
tation accuracy. As shown in Table 1, across
six classification tasks, CrowdAgent not only sur-
passes human-free baselines like GPT-40 mini and
FreeAL (Xiao et al., 2023), but also consistently
outperforms human-in-the-loop methods such as
CoAnnotating (Li et al., 2023) and active learn-
ing algorithms like Entropy (Holub et al., 2008)
and Core-Set (Sener and Savarese, 2018), when
allocated the same human annotation ratio. For
instance, its performance leads over the strongest
baselines are 3.58% on the COV-CTR dataset and
5.47 % on the Damage Severity task, demonstrating
the effectiveness of its multi-agent collaboration.

CrowdAgent significantly reduces annotation
costs. As illustrated in Figure 4, CrowdAgent
consistently achieves higher accuracy than other
methods across all levels of human involvement,
indicating a superior quality-cost trade-off. For ex-
ample, even with 40% human annotation, CrowdA-
gent surpasses the accuracy of CoAnnotating by
5.43% and Core-Set by 10.95%. In Table 2, we
detail the cost in each round, where most samples
are handled by low-cost machine annotators while
only a few are routed to expensive human agents.
Overall, CrowdAgent balances annotation qual-
ity and cost, making it a practical solution for real-
world data annotation under limited resources.

4 Conclusion

In this work, we introduce CrowdAgent, a novel
system that demonstrates a multi-agent system for
end-to-end process control over multi-source data
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annotation, including LLMs, SLMs, and human ex-
perts. Our experiments demonstrate that CrowdA-
gent consistently achieves superior annotation ac-
curacy compared to other methods given the same
proportion of human participation. Looking for-
ward, we aim to evolve CrowdAgent by incorpo-
rating a broader range of annotation sources and
enhancing its scheduling intelligence.

Limitations

We acknowledge two considerations for our sys-
tem. A key question is how fo effectively handle
the residual errors, which is common to any frame-
work reliant on machine annotation. Our system
mitigates this by using confidence scores to distin-
guish a highly accurate subset of data while also
isolating the most challenging samples for a final
human review. This ensures a practical quality
control handoff, where the number of samples re-
quiring human verification is significantly smaller
than the total dataset. Furthermore, the system’s
overall effectiveness is inherently tied to the capa-
bilities of the underlying LLMs. We anticipate that
as these models advance, the quantity of such resid-
ual errors will decrease, allowing our framework to
achieve an even better quality-cost trade-off with a
progressively smaller need for human intervention.

Ethics Statement

We acknowledge several ethical considerations for
the CrowdAgent system. First, the system may per-
petuate societal biases inherent in the LLMs used
for annotation, which could lead to unfair datasets
(Das et al., 2024). Second, increased automation
risks making the roles of the human annotator re-
dundant, potentially exacerbating social and eco-
nomic disparities (Dillion et al., 2023). Finally,
the system’s workflow of training SLMs on labels
generated by LLMs constitutes a form of knowl-
edge distillation, which may conflicts with terms of
use from providers like OpenAl that prohibit using
model outputs to develop competing models. We
recommend that practitioners mitigate these risks
by employing fairness auditing tools, considering
the societal impact of automation, and restricting
the use of any resulting distilled models to non-
competing, academic research applications only.
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A Related Work
A.1 Active Learning

Active Learning (AL) allows the model to select
the most valuable data for annotation, thereby
significantly reducing the expensive human ef-
fort for annotation work (Hassan et al., 2025;
Azeemi et al., 2025; Niekerk et al., 2025; Ahmad-
nia et al., 2025). Query strategies are broadly cate-
gorized into uncertainty-based and diversity-based
approaches. AcTune (Yu et al., 2022) selects unla-
beled samples with high uncertainty for annotation,
while samples in low uncertainty areas are used for
model self-training. Buchert et al. (2023) devises
a diversity-based initial dataset selection method
using self-supervised representation.

Our work also builds upon and extends the AL
paradigm to be seemingly integrated with LLMs.
While classic AL queries a single oracle (hu-
man), CrowdAgent manages multiple annotation
sources (LLMs, SLMs, and humans), extending
the challenge to assigning the right sample to the
right annotator at the right time to balance quality
and cost. To address this, when selecting the most
valuable samples for human review, CrowdAgent
explicitly incorporates classic AL strategies like
uncertainty and diversity sampling (using Core-Set
(Sener and Savarese, 2018)). Simultaneously, to
allocate the most suitable annotation source, it em-
ploys a multi-agent collaborative framework that
simulates a human crowdsourcing company to dy-
namically manage these diverse resources.

A.2 Collaborative Data Annotation System

The advent of LLMs has opened new frontiers in
data annotation. Many researchers focus on au-
tomating label annotation with the assistance of
LLMs (Yadav et al., 2024; Mirzakhmedova et al.,
2024). He et al. (2024) introduced an "explain-
then-annotate" two-step methodology to enhance
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the quality of LLM-based annotations. Choi et al.
(2024) leverage methods such as chain-of-thought
and majority voting to imitate human annotation.

LLMs are also reinvigorating active learning
(AL), a strategy aimed at minimizing labeling ef-
fort by intelligently selecting the most informa-
tive samples for annotation. FreeAL (Xiao et al.,
2023) demonstrates the effectiveness of collabo-
rative annotation between large and small models
without human labor. The related prototype system
CORAL (Zhu et al., 2024) validates the application
value of this approach in industrial settings.

Despite the remarkable progress of LLMs, hu-
man expertise remains indispensable for ensuring
the reliability and consistency required for many
annotation tasks. CoAnnotating (Li et al., 2023)
allocates annotation tasks between human annota-
tors and LLMs based on estimating the uncertainty
of each instance to be labeled. CAMS (Li, 2024)
integrates human annotators with large models in a
multi-phase process of annotation, improving the
quality of textual answer aggregation.

However, the growing research on human-LLM
collaboration for data annotation neglects the po-
tential SLMs, which can be fine-tuned for specific
domains, offering a valuable resource in a hybrid
annotation pipeline. Consequently, a significant
research gap exists in how to holistically integrate
these diverse annotation sources—LIL.Ms, SLMs,
and human annotators. And how to efficiently al-
locate tasks among these annotation sources is a
critical and largely unexplored area of research.

A.3 Multi-Agent System

LLM-based agents have been researched and
rapidly developed to understand and generate
human-like instructions, facilitating complex inter-
actions and decision-making across a wide range
(Guo et al., 2024), such as software development
(Hong et al., 2024), healthcare (Li et al., 2024),
multi-robot systems (Mandi et al., 2023), society
simulation (Nisioti et al., 2024), and game simula-
tion (Barambones et al., 2023). These systems ex-
hibit dynamic interaction with their environments,
which can include other agents, human users, and
external tools or data sources.

Despite the demonstrated power of Multi-Agent
System (MAS) frameworks in managing complex
projects and facilitating intricate collaborations,
their application to the specific domain of data
annotation management remains largely underex-
plored. Data annotation, especially when involving

multiple sources and types of data, presents its own
unique set of complex management challenges.

To address these challenges, our CrowdAgent
system is designed as a modular and robust MAS
framework. Users only need to provide the class
definitions to adapt new classification tasks. While
adapting to fundamentally different tasks, such
as Named Entity Recognition (NER) (Liu et al.,
2023) or Question Answering (QA) (Roit et al.,
2020), would require more specific re-engineering
the prompts and label aggregation method for new
output formats. Furthermore, the framework is
robust to task complexity, as it autonomously rec-
ognizes challenges via low-confidence signals and
dynamically escalates difficult samples to human
experts, effectively managing the trade-off between
annotation quality and cost.

B More Details on Experiment

B.1 Statistics of Datasets

Task Domain  #Class|#Pool #Gold
Cri-Info Content cls 2 14,000 1,000
Cri-Hum Content cls 4 3,585 897
Cri-Dam Content cls 3 1,260 316
MM-IMDb  Genre cls 4 3,626 500
COV-CTR  Medical cls 2 726 146
V-SNLI Entailmentcls 3 4,000 500

Table 3: Statistics of the used datasets. Annotators are
tasked with an unlabeled set containing #Pool samples.
A golden set with #Gold samples is used for evaluation.

Table 3 shows the statistics of the datasets used
in our experiments. To manage the high cost
of LLM-based annotation on very large datasets,
we adopt the common practice of stratified ran-
dom sampling (Li et al., 2023). For the Crisis-
MMD Humanitarian classification task, we follow
the methodology of (Ofli et al., 2020), consider-
ing only a subset of the original dataset where
text and image pairs have the same label and
combining minority categories that are semanti-
cally similar. This results in four final classes:
Rescue volunteering or donation effort;
Infrastructure and utility damage; Other
relevant information and Not-humanitarian.
For the MM-IMDDb dataset, we construct a classifi-
cation task using movies from the crime, horror,
action, and adventure genres.
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Pricing Method Human ($) CrowdAgent ($) Cost Reduction (%)
Youling Platform 53.07 11.77 77.82
Wang et al., 2021 389.18 67.02 82.78
Liet al., 2023 737.08 125.63 82.96
Snow et al., 2008 35.38 8.82 75.07
Sakaguchi et al., 2021 707.60 120.73 82.94

Table 4: Cost analysis of CrowdAgent versus a human-only baseline on the V-SNLI dataset under various pricing

models, with a shared target accuracy of 88.45%.

B.2 Implementation Details

In our main experiments, we utilize GPT-40 mini
as LLM Annotator. To generate few-shot exam-
ples for in-context learning, we follow the setup
in FreeAL. This process first queries the LLM to
generate an initial pool of 100 examples with cor-
responding labels. Subsequently, for refining an-
notations in later rounds, more targeted few-shot
examples are retrieved from this pool using embed-
dings from a trained SLM to find the most relevant
examples. We employ a suite of diverse prompt
augmentation templates, the augmentation strate-
gies include: 1) The Original, Direct Prompt, 2) Se-
quence Swapping, 3) Question with Confirmation
Bias, 4) True/False Questioning, and 5) Multiple
Choice Question.

All SLM Annotators are trained on NVIDIA
1080 Ti GPU. We use the AdamW optimizer for
50 epochs with an early stopping mechanism to
prevent overfitting. The learning rate is selected
from the set {1e —4,2e¢ —5,3e — 6}, with a weight
decay of 0.01. The batch size is fixed at 32, and
the maximum sequence length is set to 512. We
set the warm-up phase to 3 epochs, the loss weight
parameter is linearly ramped up from O to 1 to
avoid overfitting false labels at the start. When
fitting the two-component Gaussian Mixture Model
(GMM), the maximum number of iterations is 10,
and samples with a selection probability greater
than 0.5 are considered part of the clean set. For
post-training sample selection, we select the top
20% of samples with the minimum cross-entropy
loss, and apply k-medoids with 5 clusters to extract
representative examples.

To select samples for the Human Annotator, we
first identify an initial candidate set by selecting
the 10% of samples with the lowest confidence
scores, as determined by our Bayesian inference
method. Subsequently, the Core-Set algorithm is
applied to this candidate set to select a final, more

diverse subset, corresponding to 5% of the total
dataset, which is then assigned for human annota-
tion. In our experimental setup, to align with tra-
ditional active learning protocols, we then retrieve
the ground-truth labels for these selected samples
via the Youling platform.

The cost for each annotator type is defined as
follows: GPT-40 mini is priced at $0.60 per 1 mil-
lion input tokens and $2.40 per 1 million output
tokens. SLM training is conducted on an NVIDIA
1080 Ti GPU, and its annotation cost is calculated
based on the runtime of GPU at a rate of $0.10 per
hour. For the human annotator, we default to the
pricing model of the Youling platform, with costs
of $0.015 per sample for simple tasks or $1.50 per
sample for those requiring specialized knowledge
(e.g., COVID-19 diagnosis).

B.3 Discussion on Annotation Cost

To evaluate CrowdAgent’s economic benefits, this
section provides a detailed cost comparison against
a fully manual baseline on the V-SNLI dataset. The
analysis quantifies the cost required by each ap-
proach to achieve an identical target accuracy of
88.45% under several human pricing methods from
commercial platforms and academic literature.

We calculate the cost of human annotation based
on five different pricing schemes derived from prior
work: 1) A per-sample price of $0.015, based on
the NetEase Youling Crowdsourcing Platform for
simple tasks. 2) A token-based pricing scheme
(Wang et al., 2021), where labeling costs $0.11 per
50 input tokens. 3) A time-based approach (Li et al.,
2023), where each instance is annotated by 5 inde-
pendent annotators at a wage of $15/hour. 4) A task-
based method for RTE (Snow et al., 2008), where
collecting 10 annotations for 800 sentence pairs
costs $8.00. 5) A task-based method for common-
sense reasoning (Sakaguchi et al., 2021), where
annotating a pair of sentences costs $0.40. For any
time-based methods, we assume an average anno-

936



Rd. Annotator Acc. (%) #Unc. Cost($) Rd. Annotator Acc. (%) #Unc. Cost($)
1 LLM 78.73 4000 0.38 1 LLM 76.90 2719 0.56
2  RoBERTa 80.48 3590 0.16 2  RoBERTa 78.61 2254 0.14
3 VLM 81.68 3590 1.67 3  MMBT 79.30 1858 0.04
4  Human 83.80 3390 3.00 4 Human 82.20 1679 2.69
5 MMBT 83.90 2520 0.05 5 VLM 82.51 1667 1.42
6 LLM 83.90 2520 0.57 6  Conv. V2 83.49 869 0.11
7  Conv. V2 84.13 1442 0.13 7 LLM 83.57 727 0.48
8 MMBT 84.20 1050 0.05 8  Human 86.28 548 2.69
9 Conv. V2 84.23 1041 0.12 9 VLM 86.50 446 1.44

10  Human 86.48 841 3.00 10 RoBERTa 86.44 181 0.14
11 RoBERTa 86.48 521 0.16 11 Human 89.37 0 2.72
12 VLM 86.48 461 1.69

13 RoBERTa 86.48 361 0.16 Table 6: Round-by-round breakdown on the CrisisMMD
14 VLM 86.48 189 1.51 Humanitarian task.

15 Human 89.25 0 2.83

Table 5: Round-by-round breakdown on the CrisisMMD
Informativeness task.

tation time of 10 seconds per sample per annotator.
The machine-related costs (LLM and SLM) within
CrowdAgent remain fixed across all scenarios.

As shown in Table 4, CrowdAgent achieves sub-
stantial cost reductions across all pricing methods.
This advantage stems from our system’s core de-
sign: it intelligently schedules tasks by assigning
the majority of samples to cost-effective machine
annotators, while strategically reserving expensive
human expertise for only the most critical and am-
biguous cases. This dynamic resource allocation
maximizes efficiency, striking a more optimal bal-
ance between annotation cost and quality.

B.4 Experiment Results

In this section, we present the detailed, round-by-
round experimental results for all evaluated tasks.
Tables 5 through 10 provide a breakdown of the an-
notation workflow for each task, tracking key met-
rics across each iteration. These metrics include the
cumulative dataset accuracy (Ace. %), the number
of remaining unconverged samples (#Unc.), and
the incremental cost incurred in each round (Cost
$). Given the significant differences in cost and ac-
curacy between pure language and vision-language
models, we make a distinction in the tables: LLM
refers to the text-only GPT-40 mini, while VLM
refers to the same model when it is also provided
with the accompanying image.

The trajectories shown in these tables consis-
tently demonstrate the effectiveness of our multi-

Rd. Annotator Acc. (%) #Unc. Cost ($)
1 VLM 55.79 1260 4.60
2  Human 58.97 1197 0.95
3 Conv. V2 58.89 1197 0.03
4 VLM 59.76 1197 3.87
5 Human 62.86 1134 0.95
6 Conv. V2 62.30 1134 0.04
7 Human 65.79 1071 0.95

Table 7: Round-by-round breakdown on the CrisisMMD
Damage Severity task.

agent system. The detailed breakdown for the In-
formativeness task on the CrisisMMD dataset (Ta-
ble 5) serves as a clear example. In this task, our
system shows a consistent improvement in accu-
racy with each iteration, climbing from an initial
78.73% to a final 89.25 %, while the number of un-
converged samples rapidly diminishes from 4,000
to zero. This progression is achieved through an
intelligent scheduling mechanism that judiciously
allocates tasks, invoking the expensive Human An-
notator only at critical junctures (Rounds 4, 10,
and 15) to resolve ambiguity. This validates the
effectiveness of our framework, and any remaining
erroneous samples can be identified via confidence
metrics and routed to human for a final verification.

The superior performance of CrowdAgent stems
from two key aspects of its design. First, unlike
other frameworks such as CoAnnotating, FreeAL,
or traditional active learning, which all lack at
least one key annotation source (LLM, SLM, or
human), CrowdAgent uniquely integrates and or-
chestrates the strengths of all sources. Second,
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Rd. Annotator Acc. (%) #Unc. Cost($) Rd. Annotator Acc. (%) #Unc. Cost($)
1 LLM 81.83 2771 0.70 1 LLM 77.88 3190 0.50
2  MMBT 81.96 860 0.08 2 RoBERTa 78.78 3051 0.13
3 Human 82.54 824 0.54 3 Human 81.45 2851 3.00
4 VLM 82.90 797 1.06 4 VLM 82.70 2851 0.59
5 RoBERTa 83.07 224 0.13 5 MMBT 82.75 1930 0.05
6  Human 83.62 118 0.54 6 LLM 83.42 1783 0.21
7 LLM 83.70 176 0.08 7 VLM 83.98 1769 0.60
8 MMBT 83.70 160 0.08 8  Human 86.08 1569 3.00
9 Human 84.47 124 0.54 9 MMBT 86.48 438 0.05
10 VLM 84.56 112 0.37 10 VLM 86.60 274 0.60
11  RoBERTa 84.56 97 0.14 11 Conv. V2 86.65 248 0.15
12 LLM 84.56 90 0.04 12 LLM 86.85 189 0.05
13 Human 85.16 54 0.54 13 Human 88.45 0 2.84
14 VLM 85.14 38 0.15
15 Human 85.66 0 0.57 Table 10: Round-by-round breakdown on the V-SNLI

Table 8: Round-by-round breakdown on the MM-IMDb
Dataset.

Rd. Annotator Acc. (%) #Unc. Cost ($)
1 LLM 65.56 726 0.07
2  Human 67.63 690 5.40
3 RoBERTa 92.70 415 0.01
4 Conv. V2 92.15 354 0.01
5 RoBERTa 96.42 115 0.01
6 RoBERTa 98.21 0 0.01

Table 9: Round-by-round breakdown on the COV-CTR
Dataset.

the tight collaboration between the QA, Financing,
and Scheduling agents enables effective process
control. This holistic decision-making process con-
siders both potential accuracy gains and associated
costs, ensuring each batch of samples is routed to
the most suitable annotator. Ultimately, this com-
bination of comprehensive sources and intelligent
management delivers a economically viable solu-
tion for acquiring high-quality data at scale.

C Technical Details

C.1 Collaborative Annotation

LLM Annotator. Effective prompting and in-
context learning (ICL) can enhance LLMs’ annota-
tion performance. Following Xiao et al. (2023), in
the initial round, LLLM is prompted to imitate the
format of unlabeled samples in D and generate syn-
thetically labeled examples to construct an initial
demonstration pool. In subsequent rounds, trained

Dataset.

SLM partitions the dataset into clean and noisy sub-
sets. We then apply the k-medoids clustering algo-
rithm to the embeddings of these high-confidence
samples, selecting the resulting medoids as the
most representative examples for the demonstra-
tion pool. By leveraging this high-quality, SLM-
curated demonstration set, the LLM’s task-specific
knowledge is effectively activated, leading to su-
perior annotation performance and establishing a
synergistic refinement loop between the large and
small models.

Given the sensitivity of LLMs to input prompt
perturbations (Li et al., 2023), we introduce a suite
of diverse prompt augmentation templates, employ-
ing multiple LLMs as parallel weak annotators. By
applying the label aggregation method, this ensem-
ble strategy produces a more reliable confidence
distribution than what can be achieved with a sin-
gle, static prompt.

SLM Annotator. LLMs are often unable to de-
tect their errors, leading to outputs that may contain
noisy or ambiguous labels. Traditionally, rectifying
these issues requires costly intervention from hu-
man experts. We introduce SLM Annotator, aimed
at distilling the coarse-grained knowledge from the
LLM’s output, filtering incorrectly labeled samples,
to reduce the dependency on manual annotation.
We leverage the memorization effect of deep
neural networks, where models learn clean pat-
terns before fitting to noisy data (Arpit et al., 2017).
Following the approach of Xiao et al. (2023), we
first train the model for a few warm-up epochs
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on the noisy labels. We then fit a two-component
Gaussian Mixture Model (GMM) to the distribu-
tion of per-sample training losses. Following Li
et al. (2020), samples belonging to the Gaussian
component with the smaller mean are identified
as the clean set, and the SLM is then trained ex-
clusively on this subset. Once trained, the SLM
typically surpasses the general LLLM in accuracy
for the specific task (Bang et al., 2023). To en-
sure diversity, a portion of samples with the lowest
cross-entropy loss within each class are selected as
clean, with the rest being treated as noisy. These
newly partitioned sets are then passed through the
label aggregation process to generate the refined
dataset for the subsequent iteration.

Human Annotator. Although the interactive
paradigm between LLMs and SLMs can effectively
handle the majority of annotation tasks, a closed
system without human is susceptible to the cumula-
tive effect of annotation errors. Human Annotator
is introduced to guide the model’s evolution and
create an self-correcting annotation system.

Given that human annotation is expensive, we
employ a strategic sample selection process to
maximize its impact. First, we identify a candi-
date set of uncertain instances from the pool of
unconverged samples, specifically selecting those
with the lowest confidence scores as determined
by our Bayesian inference-based label aggrega-
tion method. Then, we utilize Core-Set selection
(Sener and Savarese, 2018) to choose the most in-
formative and diverse subset for human review.
This approach is highly beneficial for the subse-
quent model iterations: the low-confidence sam-
ples help to clarify key ambiguities for both LLMs
and SLMs, while the diversity ensured by Core-Set
selection provides the SLM with a more represen-
tative dataset for robust training.

In our implementation, this workflow seamlessly
integrates with the NetEase Youling Crowdsourcing
Platform to automate the deployment of human an-
notation tasks. This automation is achieved using
the principles of Agent-Oriented Programming
(AOP), which allows our system to treat human ex-
perts as callable agents within a unified framework.
We utilize a predefined Interface Description Lan-
guage (IDL) to formally structure the task require-
ments, enabling our system to programmatically
publish annotation jobs. To activate this feature in
the demonstration system, users can obtain a server

ID from our documentation® and enter it into the
system configuration. Once dispatched, human
annotators can view and complete these tasks on
the Youling platform, and their labels are collected
asynchronously to be fed back into our system for
evaluation and label aggregation.

C.2 Label Aggregation

In a multi-source annotation setting, a single sam-
ple x; may receive multiple, potentially conflicting
labels from different annotators. Truth inference, or
label aggregation, is the task of consolidating these
labels to estimate the most likely ground-truth label
7;. While our CrowdAgent system is modular and
can accommodate various aggregation algorithms,
our current implementation utilizes the Bayesian
inference approach. For completeness, we briefly
describe it alongside other methods. We denote the
label provided by annotator k for sample ¢ as /;;.

Majority Voting. This is the simplest aggrega-
tion method. It assigns the most frequent label as
the ground truth, treating all annotators as equally
reliable. The aggregated label ¢; is determined by:

K

9; = arg maXZH(lik =c)
Cey k=1

where [(-) is the indicator function and K is the
total number of annotators who labeled sample .

Dawid-Skene (DS) Model. The Dawid-Skene
(DS) model (Dawid and Skene, 1979) is a clas-
sic probabilistic method that simultaneously in-
fers the true labels while also estimating the re-
liability of each annotator. It models each annota-
tor’s expertise using an individual confusion matrix,
7 € REXC. Each entry in this matrix, 74 (j, ¢), is
defined as the probability that annotator k provides
label 7 when the true label is c:

(4, ¢) = P(li = jly: = c)

In our system, these confusion matrices can be ini-
tialized by evaluating the annotators’ performance
on the golden set, Dipeled- The model’s parameters,
including the confusion matrices 7 and the prior
probability of each class p,, are then iteratively op-
timized using an Expectation-Maximization (EM)
algorithm. The algorithm alternates between two
steps until convergence:

3https://youling-platform.apps-
hp.danlu.netease.com/docs
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» E-step (Expectation): Estimates the probabil-
ity distribution of the true label for each sam-
ple, given the collected worker labels, prior
label probabilities, and annotator’s confusion
matrices.

* M-step (Maximization): Re-estimates each
annotator’s confusion matrix using the speci-
fied annotator’s responses and currently esti-
mated true label probabilities.

Bayesian Inference. This is the primary method
used in our system for its ability to dynamically
update beliefs as new labels arrive. For a given
sample z; , the probability of class c being the
true label is updated using Bayes’ theorem upon
observing a new label /;; from annotator k:

P(liglyi = ¢)P(yi = ¢)

> ey Plilyi = ¢)P(yi = )
where P(y; = c) is the prior probability distribu-
tion before observing ;.. The term P(l;;|y; = ¢)
is sourced from the annotator’s confusion matrix,
7. In our iterative process, we initialize the prior
with a uniform distribution. After each annotation,
the calculated posterior probability becomes the
new prior for the next annotation on that same sam-
ple. The final aggregated label y; is the one with
the highest posterior probability after all collected
labels have been processed, and this probability
serves as our confidence score.

P(y; = cllix) =

C.3 Prompt Design

This section provides details on the prompt designs
used to steer the various intelligent agents within
the CrowdAgent system. A summary of the core
prompts for each agent role is presented in Table
11. For LLM annotation agent, we showcase the
prompt for the Informativeness classification task
on the CrisisMMD dataset. Any content enclosed
in angle brackets (e.g., <QUERY>) represents a
placeholder for structured information that is au-
tomatically generated and inserted by the system
during the live annotation workflow. Please note
that in-context examples, which are also dynami-
cally inserted into the final prompt to the model,
have been omitted from the template below for the
sake of brevity.

D System Demonstration Guide

D.1 Access Details

Our interactive system demonstration is publicly
accessible. To ensure a dedicated experience for

reviewers, the platform is password-protected. The
access details are as follows:

e URL: www.yixiaomo.com/crowdagent
¢ Username: reviewer
e Password: reviewer_access_2025

D.2 Guided Walkthrough

We recommend the following steps to experience
the core functionalities of CrowdAgent. We have
pre-loaded the CrisisMMD Humanitarian task for
a quick start. An overview of the system interface
is shown in Figure 5.

Step 1: Task Configuration. Begin by creating
a new project from the “Task Configuration” page.
The system is pre-configured with recommended
settings tailored for the pre-loaded CrisisMMD Hu-
manitarian task. For human annotation, you can
either connect to the NetEase Youling Crowdsourc-
ing Platform by following the setup guide, or use
the default offline method. Once configured, click
"Submit" to launch the task.

Step 2: Monitoring the Workflow. Navigate to
the "Agents Interaction" page to observe the multi-
agent system’s real-time, iterative workflow. You
will see the Scheduling Agent dispatching tasks
to different Annotation Agents, and the QA and
Financing Agents publishing their analysis reports
at the end of each round. Key metrics like accu-
racy and budget consumption are visualized and
continuously updated throughout the process.

Step 3: Checking Annotation Details. For a
more granular perspective, the "Annotation De-
tails" page allows users to monitor the real-time
progress of LLM annotation and the training of
SLMs. In addition, it supports the offline manual
annotation mode, where users can download the
data designated for human review and subsequently
upload the completed annotation file.

Step 4: Analyzing Results. The "Dashboard"
page visualizes key metrics such as accuracy, cost
consumption, and the confidence distribution of the
labels. You can observe how the accuracy improves
and the number of unconverged samples decreases
over time. After each round, the aggregated results
are updated. For each sample, the dashboard dis-
plays the individual labels produced by the LLM,
SLM, and human annotators, alongside the final
aggregated label and its accuracy. You can click
the "Download annotated data" button to download
the final high-quality dataset.
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www.yixiaomo.com/crowdagent

Agent

Prompt

Annotation
Agent

You are an expert Humanitarian Crisis Tweet Classifier system. Your task is to classify whether a given
disaster-related tweet (text and/or image) is informative for humanitarian aid purposes. You reply with brief,
to-the-point answers with no elaboration as truthfully as possible. The available labels are: 1) informative: The
tweet provides actionable information relevant to humanitarian assistance efforts. 2) not_informative: The
tweet does NOT provide useful information for humanitarian aid. Humanitarian Aid Definition: Assistance
to people affected by natural disasters (floods, earthquakes, etc.) or man-made crises (wars, conflicts). This
includes: shelter, food, water, medical aid, infrastructure status (roads, bridges, power lines), rescue efforts,
volunteer/donation needs, damage reports, or safety warnings. Informative Criteria (any of these): Shows
warnings/advisories/alerts; Reports injuries/deaths/affected populations; Documents rescue/donation/volunteer
efforts; Shows damaged infrastructure (houses, roads, buildings); Displays blocked transportation routes;
Contains disaster area maps; Shows disaster impacts (flooded streets, earthquake damage). Non-informative
Example: Memes/comics/banners; Non-disaster related content. Now evaluate the following tweet. Call the
ClassificationTask Tool/Function with your label. <QUERY>.

QA
Agent

You are a Quality Assurance Agent, you are responsible for auditing the quality of the annotation process
after each round. Your goal is to evaluate performance, identify error patterns, and provide data-driven
insights and recommendations to guide the subsequent annotation rounds. For each round, structure your
analysis according to the following directives: 1) Overall Performance Audit: Evaluate the overall dataset’s
current metrics, including the confidence distribution, average confidence, and cumulative accuracy of all
samples. 2) Current Round Error Analysis: Analyze the confidence and accuracy of the specific samples
annotated in this round. By cross-referencing with historical data, identify any newly introduced errors and
summarize their potential causes. 3) Historical Annotator Comparison: Compare the historical effectiveness
of different annotators based on their calling paths. When conducting this analysis, account for the fact that
sample difficulty typically increases in later rounds. Based on this, provide a recommendation regarding
annotator diversification. 4) Guidance on Human Intervention: Provide a specific recommendation on
the use of human annotators. Given their high cost, advise deploying them strategically, primarily when
machine-driven accuracy has stagnated. A general heuristic is to consider human intervention approximately
every five rounds. 5) Output & Format: Deliver your analysis directly, without introducing your role. The
report should be a concise text of approximately 300 words. Your findings and recommendations will be used
by the Scheduling Agent to plan the next round. 6) Basic Information: The information for this round are as
follows:<CONFUSION MATRIX> <LABELED SAMPLES> <GOLDEN SAMPLES>.

Financing
Agent

You are a Financing Agent, your primary function is to serve as the chief financial analyst for this annotation
project. Your goal is to monitor the project’s financial health, analyze the cost-effectiveness of the annotation
strategy, and provide data-driven advice to ensure the project meets its quality targets within the allocated
budget. For each round, conduct your analysis based on the following principles: 1) Financial & Performance
Review: Synthesize budget cost with the quality report from the QA Agent to conduct a comprehensive
cost-effectiveness analysis for the current round. Review the historical performance and calling paths
of all annotators to compare their long-term cost-performance ratios. 2) Strategic Cost-Management
Recommendations: Based on your analysis, provide actionable suggestions for future rounds. If cost-
effectiveness is low or budget consumption is unreasonable, explicitly state your concerns and recommend
corrective actions. Advise on annotator diversification. Acknowledge the different pricing models (e.g.,
per-token for LLMs, per-sample for humans, per-hour for SLMs) and recommend against consecutively using
the same annotator. 3) Human Annotation Advisory: Treat human annotation as a high-cost, high-impact
resource. Advise caution in its deployment. Recommend deploying human experts only when necessary,
for instance, when machine-only rounds show stagnating accuracy. A general heuristic is to suggest human
intervention approximately every five rounds, but this should be adapted based on the current performance
trend and budget runway. 4) Output & Format: Begin your analysis directly without introducing your identity.
Structure your response as a concise financial report. Aim for a text output of approximately 300 words. Your
suggestions will be reviewed by the Scheduling Agent for the next round. 5) Basic Information: The cost of
this round is <COST>, and the remaining budget is <BUDGET>.

Scheduling
Agent

You are a Scheduling Agent, responsible for selecting the appropriate annotator in the annotation task. The
goal is to improve the confidence of each sample in the dataset to <CONFIDENCE THRESHOLD> or more,
and control the cost. For each round, you can refer to the annotators’ profile to help you select the appropriate
annotator. You must first state your reasoning, then declare your choice of annotator. Your reasoning should be
based on the following principles: 1) Justify Your Choice: Explain your selection. Your analysis can be based
on "current state analysis", "historical annotator feedback", and "next round annotator selection". 2) Diversify
Annotators: Do not use the same annotator or modality consecutively. For multi-modal tasks, check the
calling path and actively alternate between text and vision models for multimodal tasks, and between LLMs
and SLMs, to leverage their unique strengths. 3) Utilize Human Experts Strategically: Human annotation
is a high-cost, high-quality resource for resolving ambiguity. Use it sparingly, considering it when model
performance stagnates. A general guideline is to request human input once every five rounds. 4) Integrate All
Feedback: While you have the final authority, your decision should be informed by the analysis provided by
the Quality Assurance (QA) and Financing Agents. 5) Iterative Learning: Remember that all annotators in
subsequent rounds will learn from the results of the current round to improve overall accuracy. Only when the
confidence of all samples is <CONFIDENCE THRESHOLD> or more can the annotation task be considered
complete. Before that, each round must select an annotator for annotation. KANNOTATOR PROFILES>.

Table 11: Examples of the core prompts guiding each intelligent agent in the CrowdAgent system.
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Task Configuration

Update your annotation task configuration here.

1. Task Configuration

Task Name Budget Target (5]

® 2 -+

Task Description
Multimodal Classification Iwant to label a tweet classification dataset.
Thave the text and images of tweels tha are related to disasters, and they need to be
classified to determine the type of the given et text or image. Categories are:

- Not informative for humanitarian assistance purposes: fhe main purpose of
‘humanitarian aid is to save lives, alleviate suffering, and rebuild affected commaunities,

Gustom Label

e

Upload Unlabeled Data

o~

ﬁ
& £n

M Use our example fles v Golden Samples i Multimodal )

& Drag and drop file here F———
OpenAl API Key Limit 10GE per file N b d
= User  Unlabele
Uplond Golden Sunples Optional)
Openil BasoURL Sam ples
. . Drag and drop file here
hitpsi/fapi.openai.com/v1 D Brows fles
Uplo Images Zip File(Optonsl)
4 Prompt Template Advanced Settings Drag and drop file here —
(DY
.
2. Agents Interaction
Submit
sheduling Agenl  * Armolation Agenl [l Wrong Sarmple Analysis ® QA Agent & nnotator Profle Update & ID1 Q S
o 7N
i@ Tn this round, T will select the LTM annotation tool for classifying the tweet dataset related to H H H
T Scheduling Agent QA Agent  Financing Agent
Reason for Selecting LLM Annotate Tool: u
1. Current State Analysis: The LLM annotator can efficie
R1 N s . « lysis @OAAgent % Annotator brofile Lpdate &
suited for understanding the contextual meaning of v/
related tweets, the capabilities of the T.LM model will
categories based on the given definitions. T this round, T will select the text small model anmotation tool for classifying the tweet dataset
2. Annotator Feedback: relithd 1o disastois
Historical data indicates that LLM models typically yic
Classifications, capturing sentiments and contextual i1 Reason for Selecting Text Small Model Annotation
assistance purposcs. This model has shown the ability Tool: 0
will be beneicial for refining the aceygacy of his cata| R & scheduling agent Agent @ QsAgent 8 Annotator Profile Updare & Financing Agent
1. Current State Analysis: The previous round using the L —
average confidence of approximately 0.76, with many s:
B - — threshald of 0.99. Given this performance, shifting toa & :1 (h.{s round, I will select the human annotation tool to classify the dataset of tweets related to
Annotation Details ke Classifications by using a different approach that can pr sasters.
et s rond o v (e el |
2. Historical Annotator Feedback: Reason for Selecting Human Annotator:
Text small models typically serve as a good middle grou
s = accuracy of 1T.Ms and the higher precision found in hu R3 1. Current State Analysis: Previous rounds have revealed a number of ambiguities and
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Figure 5: The user interface and annotation workflow of CrowdAgent.
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