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Abstract

Existing methods simplify the pledge monitor-
ing task into a document classification task,
overlooking its dynamic temporal and multi-
document nature. To address this issue, we
introduce PLEDGETRACKER, a system that for-
mulates pledge monitoring as structured event
timeline construction. PLEDGETRACKER con-
sists of three core components: (1) a multi-step
evidence retrieval module; (2) a timeline con-
struction module and; (3) a fulfilment filter-
ing module, enabling us to capture the evolv-
ing nature of the task. We evaluate PLED-
GETRACKER in collaboration with professional
fact-checkers in real-world workflows, showing
its superior effectiveness over Google search
and GPT-4o with web_search.

1 Introduction

Political pledges are commitments and governance
plans made by political parties or candidates, espe-
cially during their election campaigns, which aim
to promote their policies (Costello and Thomson,
2008; Dupont et al., 2019). Monitoring the fulfil-
ment of pledges helps measure government per-
formance, reinforcing transparency in democracy
and accountability. However, this task typically re-
quires fact-checkers to retrieve and analyse relevant
documents regularly (e.g., daily or weekly) (Duval
and Pétry, 2020; Fornaciari et al., 2021; Sahnan
et al., 2025), which is resource-intensive, motivat-
ing the need for automated systems.

Recent work treats pledge monitoring as a
document-level classification problem (Seki et al.,
2024), by identifying whether a single article sup-
ports a pledge or not, overlooking the dynamic and
long-term nature of pledge fulfilment. A political
pledge is a strategic commitment, which is usually
fulfilled via a sequence of actions and milestones
(e.g., “build 100 new schools in the UK by 2027”
materialises via local actions such as “50 schools
in England” or incremental milestones like “30

Figure 1: Overview of PLEDGETRACKER.

schools by 2025”). Furthermore, the pledge status
is temporal and dynamic in nature. It can evolve
when new evidence emerges (e.g., the exit and re-
entry into international agreements). Thus the task
requires collecting and reasoning over temporally
distributed evidence from multiple documents.

These requirements distinguish pledge monitor-
ing from conventional fact-checking (Guo et al.,
2022; Schlichtkrull et al., 2023; Iqbal et al., 2024).
Although fact-checking also collects evidence from
multi-document, it typically focuses on verifying
whether a claim is supported by evidence before
when the claim was made (Konstantinovskiy et al.,
2021). Thus, the verdict is unlikely to change as
those claims are about facts or knowledge that have
already happened, except for corrections due to er-
rors. In contrast, pledge monitoring aims to track
how the fulfilment of a pledge evolves. Moreover,
unlike the static labels of fact-checking output,
pledge monitoring requires the output to reflect
incremental progress over time. As such, the needs
of end-users go beyond static labels, calling for
structured, time-aware output.

To address these issues, we introduce PLED-
GETRACKER, a retrieval augmented generation
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(RAG)-based system for monitoring the fulfilment
of political pledges by extracting timelines from
online documents. As shown in Figure 1, PLED-
GETRACKER consists of three core components in
a multi-step framework: (1) an evidence retrieval
module collects and identifies relevant documents
through multi-step retrieval; (2) a timeline con-
struction module identifies and extracts key event
descriptions and their timestamps from multiple
relevant documents; (3) a fulfilment filtering mod-
ule determines relevant events, and assembles them
into a temporally-structured timeline (Hu et al.,
2024). For the development of the latter, we con-
struct an annotated dataset covering 1,559 event
descriptions across 50 pledges, where each event
is labelled regarding its relevance to fulfilment.

To demonstrate the effectiveness, we evalu-
ate PLEDGETRACKER in collaboration with pro-
fessional fact-checkers from Full Fact, in their
real-life workflows where evidence continuously
evolves. Our system achieves 0.641 F1 in iden-
tifying fulfilment events in a real-world evalua-
tion. Moreover, our further analysis finds PLED-
GETRACKER to be more accurate in retrieving use-
ful evidence URLs (0.78 F1) than Google Search
(0.23 F1) and GPT-4o with web_search (0.03 F1),
both of which are part of the modules in PLED-
GETRACKER. Qualitative feedback suggests that
PLEDGETRACKER brings useful events to the at-
tention of the fact-checkers that would have oth-
erwise been missed. We publicly release PLED-
GETRACKER1 and our annotation to facilitate the
task of pledge monitoring.

2 Pledge Monitoring

Drawing inspiration from fact–checking organisa-
tions like Full Fact’s Government Tracker2, pledge
monitoring refers to the task of fulfilling promises
with actions, i.e., when, how, and to what extent
those promises are being fulfilled. We formulate
this task as constructing an event timeline that re-
flects the progress regarding a pledge.

Formally, given a pledge p = (ps, pd, pg, pc),
where ps is the pledge speaker (e.g., a political
party such as Labour), pd is the pledge date (i.e.,
when it is made), pg is the geographic scope (e.g.,
the UK), and pc is the pledge claim (e.g., “We will
ban trail hunting”), and a monitoring time range

1https://huggingface.co/spaces/PledgeTracker/
Pledge_Tracker

2https://fullfact.org/government-tracker/

r = (rs, re), where rs and re are the start date and
end date, respectively, the system S is asked to
generate a timeline T :

T = S(p, r), (1)

where T is the timeline (possibly empty if no
progress has been made). For a non-empty T =
{(e, t, url)}, each event description ei is associ-
ated with a timestamp ti and its source URL urli,
with the full set sorted in order, i.e., for all i < j,
we have either ti ≤ tj (chronological) or ti ≥ tj
(reverse chronological). Timeline T captures incre-
mental progress and setbacks over time.

3 PLEDGETRACKER

As shown in Figure 2, PLEDGETRACKER is a RAG-
based system consisting of three modules: an evi-
dence retrieval module R, a timeline construction
module T , and a fulfilment filtering module F ,
i.e., S = {R, T ,F}. Given a pledge and the time
range, we first collect a set of documents using the
evidence retrieval module: D = R(p, r). Then,
based on the retrieved documents and the pledge,
the timeline construction module extracts all pos-
sible events and their timestamp: E = T (D, p).
Finally, the fulfilment filtering module selects the
subset of events most useful to monitor the pledge,
producing the final timeline: T = F(E, p, r). The
subsequent subsections provide a detailed descrip-
tion of the corresponding modules.

3.1 Evidence retrieval
Following recent work on evidence retrieval that
uses a multi-round retrieval strategy (Liao et al.,
2023; Yang et al., 2024; Liu et al., 2024), PLED-
GETRACKER’s retrieval component is progres-
sively expands and refines the document set D in
multiple rounds of interaction and question-guided
augmentation.

Given a pledge p and a target monitoring time
range r, we first perform an initial web search us-
ing Google custom search API.3 In particular, we
construct a query string such as “Labour: We will
ban trail hunting (04-Jul-2024)”, conditioned by
the geographic scope pg and the date range (rs, re).
As these results can often be sparse or incomplete,
we further extract key noun phrases (e.g., “trail
hunting”) from the pledge content pc using spaCy4

as additional search queries. Given the retrieved
3https://developers.google.com/custom-search/
4https://spacy.io/
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Figure 2: The architecture and workflow of PLEDGETRACKER.

URL results, we obtain the corresponding textual
documents using trafilatura (Barbaresi, 2021),
a library for web crawling and text extraction.

To guide deeper retrieval, we further incorporate
question-driven augmentation based on retrieved
evidence. Following Yoon et al. (2024), we first
generate a set of hypothetical documents, which
simulate possible evidence. We then use those
hypothetical documents to retrieve sentence-level
evidence from the scraped texts using bm25, and
re-rank the evidence based on their semantic simi-
larity computed with SFR-Embedding-2_R.5 For
each top-ranked evidence, we generate the cor-
responding clarification question that explicitly
targets different aspects of the pledge (e.g., “Is
Labour planning to implement a central report-
ing mechanism for reporting potential animal wel-
fare offences?”). These questions are then used
as new search queries for the next round of re-
trieval. Both the hypothetical document gener-
ation and question generation are performed by
Llama-3.1-8B-instruct (Grattafiori et al., 2024)
using in-context learning (ICL) examples from
AVeriTeC (Schlichtkrull et al., 2023). The details
can be found in Appendix A.1.

Finally, after multiple rounds of retrieval,the evi-
dence retrieval module returns a set of top-ranked
evidence. We then collect and deduplicate the doc-
ument texts and corresponding URLs to construct
the final D for the timeline construction module as
described in the next subsection.

3.2 Timeline Construction
Rather than relying on predefined schemas (Minard
et al., 2015), we adopt a generative extraction ap-

5https://huggingface.co/Salesforce/

proach using GPT-4o (Hurst et al., 2024), which al-
lows for more flexible identification of events (Gao
et al., 2023; Chen et al., 2024a; Qorib et al., 2025).

In particular, we prompt the model using few-
shot ICL examples consisting of document–event
pairs that we annotated manually, and constrain the
model output to follow the JSON format. Given a
pledge p and each document di ∈ D, we construct
a prompt that includes the document’s metadata
(e.g., title and publication date), the article body,
and the pledge text, in order to generate relevant
event descriptions (e.g., “A petition is rejected be-
cause there is already a similar petition about ban-
ning trail hunting.”). Moreover, since event times-
tamps mentioned in the text may be expressed in
various terms (e.g., publication date: 08-Jul-2024,
event temporal-related phrase: “two days ago”),
we prompt the model through ICL to generate the
corresponding absolute date (e.g., 06-Jul-2024)
if possible, or a relative date (e.g., Last month
(relative to 01-Jul-2024)). The details can be
found in Appendix A.2.

After processing all documents from D, we fur-
ther sort the events by their dates. We normalise the
timestamps using a rule-based parser that handles a
wide range of temporal expressions (e.g., locating
“Autumn 2023” into “01-09-2023”). Finally, this
module returns a set of candidate events E.

3.3 Fulfilment Filtering

In practice, we find that not all events in E are infor-
mative or relevant to monitoring the fulfilment of
the pledge. Although they are extracted from top-
ranked documents, many events provide only con-
textual or background information (e.g., What does
the pledge mean?), rather than concrete progress
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Figure 3: The user input interface of PLEDGETRACKER.

to fulfilling the pledge (What progress has been
made?).6 For example, while the event “Critics
claim trail hunting is being used as a ‘smokescreen’
for illegal fox hunting activities” is related to “trail
hunting”, it does not contain any useful informa-
tion about the actions that were taken. To address
this, we developed the fulfilment filtering module
F to filter the events to be included in the timeline.

To support the fulfilment filtering, we construct
a dataset focusing on the task. We begin with a set
of 50 pledges selected from FullFact government
tracker, which are from the Labour Party’s mani-
festo for the 2024 UK general election. We then
use the PLEDGETRACKER (without fulfilment fil-
tering) to retrieve all potentially related events from
the time each pledge was made (starting on 4 July
2024) up to the time when the timeline was gener-
ated (March 2025). For each pledge, a professional
fact-checker, who was familiar with it, examined
the generated timeline and evaluated whether each
event and its timestamp were useful or not, with
the help of the corresponding URL. In particular,
we define an event and its timestamp as useful in
assessing fulfilment if it (1) is factually consistent
with the source document, (2) contains a correctly
inferred timestamp, and (3) contributes to the ful-
filment of the pledge. If any of these criteria are

6https://fullfact.org/government-tracker/
hillsborough-law-candour-duty/

not met, the event is labelled as not useful. In to-
tal, we collect 1,559 annotated instances, where
each instance consists of a pledge, an event descrip-
tion, a timestamp, the original URL, and a binary
usefulness label. In particular, our analysis shows
that only 26.63% of them are useful in monitoring
the fulfilment of the corresponding claims, which
demonstrates the necessity of fulfilment filtering.

During testing, given each ei from E, we ask
GPT-4o to label each extracted event as either use-
ful or not useful in assessing fulfilment using ICL
examples from our annotation. The resulting time-
line provides a clear and interpretable progression
of pledge fulfilment over time. The details can be
found in Appendix A.3.

4 User Interface Design

We build the PLEDGETRACKER demo system on
Hugging Face Space (Nvidia A100) using Flask.
Using the interface, users enter a pledge, specify
the speaker, pledge date, and time range, and initi-
ate the system by clicking the “Let’s track!” button
(Figure 3).

Once the input data is submitted, PLED-
GETRACKER starts the multi-stage pipeline as de-
tailed in §3. The system will start collecting evi-
dence, generating the timeline, and identifying ful-
filment events using ICL instances from our anno-
tation, showing relevant status updates (Figure 4).
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Figure 4: The output timeline interface of PLEDGETRACKER.

Finally, PLEDGETRACKER presents the timeline,
where each event is associated with an event date,
an event description, and the original source link.
To support iterative refinement for analysis and
future work, the demo system enables users to pro-
vide feedback on the usefulness of each event.

PLEDGETRACKER also supports matching
pledges against previously checked ones. When the
user enters a new pledge, the system automatically
searches for similar pledges among the pledges al-
ready checked by the system, using TF-IDF and
shows the top suggestions based on their simi-
larities. For suggested pledges, the system will
re-use previously retrieved results (from an initial
web search) to accelerate the process and enable
more accurate fulfilment filtering by selecting cor-
responding annotated data.

5 Experiments

We perform two kinds of quantitative evaluation:
offline, using our annotated data, and in real-world
use with professional fact-checkers. In particular,
we first demonstrate offline the effectiveness of
fulfilment filtering (§5.1), and then evaluate the full
PLEDGETRACKER in real-world use (§5.2) and
show its comparison with existing tools (§5.3). We
further present qualitative analysis in §5.4.

Train Dev Test

useful (%) 20.86 33.33 37.12
non-useful (%) 79.14 66.67 62.88
event/pledge 43.14 24.90 20.06

Table 1: Statistics for the fulfilment filtering annotation.

P R F1

ROBERTA 0.517 0.224 0.313
Llama 0.544 0.507 0.525
GPT-4o 0.509 0.836 0.633

Table 2: Results on fulfilment filtering.

5.1 Effectiveness of Fulfilment Filtering

As described in §3.3, we collect 1,559 instances for
fulfilment filtering, which are divided into training
(949), development (249) and test (361) sets based
on pledges. Table 1 shows their statistics. We note
the distribution difference across data splits due
to fulfilment varying across pledges. We conduct
experiments using three models: (1) ROBERTA-
large (Liu et al., 2019) with full-parameter fine-
tuning; (2) Llama-3-8B (Grattafiori et al., 2024)
trained using instruction-based LoRA tuning (Hu
et al., 2022) and; (3) GPT-4o with ICL prompting.
Given a pledge and an associated event, each model
is asked to assign a binary label indicating whether
the event is useful in assessing fulfilment.
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System Pledge-level URL-level NoveltyP R F1 P R F1

PLEDGETRACKER 0.83 0.74 0.76 0.93 0.68 0.78 36
Google Search 0.32 0.08 0.12 0.50 0.15 0.23 5
GPT-4o with web_search 0.08 0.01 0.01 1.00 0.02 0.03 1

Table 3: Overall retrieval performance. Pledge-level: results first averaged per pledge, then averaged. URL-level:
results averaged across all URLs. Novelty: the number of unique useful URLs retrieved by a system.

As shown in Table 2, GPT-4o achieves the best
performance, with an F1 score of 0.633. It sug-
gests that, compared with ROBERTA and Llama,
GPT-4o is better at capturing potential fulfilment
signal. The main challenge lies in the imbalanced
data distribution of the pledge monitoring data. As
mentioned, the fulfilment events can be sparse in
the real world, while most events lack concrete
evidence of progress (c.f. Table 1).

5.2 Evaluation in Real-world Use

After deploying the full version of PLED-
GETRACKER, we evaluate the system in a real-
world setting with Full Fact fact-checkers. In par-
ticular, our evaluation was conducted from 12 June
to 08 September 2025, monitoring 68 pledges from
the Labour Party’s 2024 UK election manifesto.
Each timeline is generated over a time range of
the past 7 days. As some pledges were moni-
tored multiple times at different times in the eval-
uation period, we collected 113 timelines in total.
Two professional fact-checkers (paper co-authors
Nasim Asl and Joshua Salisbury), who were re-
sponsible for the corresponding pledges in their
daily work, evaluate the usefulness of each event,
using the criteria described in §3.3. We continue to
present all candidate events, including both those
retained and those filtered out, to the fact-checkers.
This setup enables a direct comparison between
the PLEDGETRACKER’s filtering decisions and hu-
man judgments. During the evaluation, the fact-
checkers select one of three labels: not_relevant,
relevant_seen, and relevant_update. The la-
bel relevant_update indicates that the event is
new to the fact-checkers and useful for fulfilment
tracking, relevant_seen means that the event is
useful and temporally appropriate, and meanwhile,
fact-checkers already know about it. We therefore
treat both relevant_seen and relevant_update
as useful in our evaluation, since our goal is to
assess whether the system can accurately surface
relevant fulfilment evidence, regardless of whether
the annotator had seen it from other sources. In to-

tal, 513 events were evaluated across 68 timelines.
Generally, PLEDGETRACKER achieves 0.764

precision, 0.553 recall and 0.641 F1, demonstrating
that it can identify fulfilment events with reason-
ably high performance in a real-world setting. Com-
pared to the offline results in §5.1, the full system
shows higher precision. This can be partly because
the full system benefits from using the full anno-
tation set for ICL prompting. Meanwhile, recall
slightly decreases, which can be because the time
range (past 7 days) is narrower, resulting in sparser
fulfilment. In particular, for 513 events, we manu-
ally identify 152 fulfilment events (29.63%), which
is lower than in the offline evaluation (37.12%).

5.3 Comparison with Existing Tools

We compare PLEDGETRACKER with two other
tools that are often used for pledge monitoring: (1)
Google Search and; (2) GPT-4o with web_search.
In particular, we collect 13 pledge monitoring re-
quests (from 12 June to 22 June 2025) from the
evaluation in §5.2 that received at least one fulfil-
ment event according to the fact-checker’s judg-
ment. We use the aforementioned two tools to
return top-ranked evidence (Appendix C), and ask
fact-checkers to evaluate them. Since they cannot
directly return timelines, the evaluation focuses on
whether the retrieved URLs include events useful
in assessing fulfilment. For each pledge monitor-
ing request, we first pool all URLs returned by the
three systems, remove duplicates, and have pro-
fessional fact-checkers label each URL. We take
all useful URLs for a given request as the ground
truth set and evaluate their performance as shown
in Table 3.

Overall, PLEDGETRACKER retrieves 68% of
all manually identified evidence with 0.93 preci-
sion and 0.78 F1 at the URL level. It also con-
tributes 36 unique, useful URLs that other sys-
tems fail to find. Compared to Google Search
(0.15 recall), PLEDGETRACKER benefits from the
question-driven iterative retrieval using question
generation, which aligns with findings from the
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ID Pledge claim Date Event description, timestamp and URL

1 Labour will end the VAT exemption and busi-
ness rates relief for private schools

2025-
06-13

Private school families lost their High Court challenge
against the Government over the VAT policy on fees. 2025-
06-13. [URL]

2 Labour will capitalise Great British Energy
with £8.3 billion, over the next parliament

2025-
06-11

The government is delivering a new generation of publicly
owned clean power. Great British Energy and Great British
Energy–Nuclear will together invest more than £8.3 billion
over the SR in homegrown clean power. 2025-06-11. [URL]

Table 4: Events that led to updates in Full Fact’s pledge pages. The Date here refers to when the monitoring was
requested. The time range is set to the past 7 days. We attach the hyperlink (URL) for reference.

AVeriTeC (Schlichtkrull et al., 2023, 2024). It is
worth noting that PLEDGETRACKER has higher
precision than Google Search (0.50), indicating
the effectiveness of our other modules. Moreover,
GPT-4o shows very poor performance in this task
(0.03 F1 at URL level). In our evaluation, we find
that GPT-4o is less sensitive to temporal constraints.
In particular, although GPT-4o returns 61 URLs in
total, only 1 is within the correct time range.

5.4 Qualitative Feedback

The two Full Fact fact-checkers who conducted the
human evaluation in §5.2 also provided some qual-
itative feedback. From their feedback and specific
examples as shown in Table 4, we observe certain
scenarios where the system has been helpful.

First, PLEDGETRACKER captures useful events
that may otherwise be overlooked. In Table 4 case
1, it alerted fact-checkers to news that had not
gained much coverage in the media, a High Court
ruling. Although this event did not change the ver-
dict of the pledge, it led to an update to the pledge
page on the removal of the VAT exemption for pri-
vate schools, as the page previously said the appeal
was taking place. Second, PLEDGETRACKER as-
sists in timely event identification. In Table 4 case
2, PLEDGETRACKER found that the investment
would be split between Great British Energy and
Great British Nuclear, on the same day the govern-
ment’s 2025 Spending Review was released. This
early signal enabled them to update the pledge page
promptly and contact the UK government for fur-
ther clarification. Third, PLEDGETRACKER helps
surface legislative and political signals that inform
future developments. Fact-checkers found PLED-
GETRACKER could highlight the names of bills
and draft legislations associated with pledges, and
trace their mentions across time in official com-
munications. For example, it surfaces passing re-
marks by politicians, indicating when legislation

or announcements could be expected, which was
not previously captured through routine monitor-
ing. Overall, they reported that PLEDGETRACKER

greatly contributes to their workflow.
In addition to these strengths, fact-checkers also

noted occasional hallucinations in the event de-
scriptions, for example, the generated events can
be inconsistent with the source documents. To mit-
igate this known limitation of LLMs (Zhang et al.,
2023; Chen et al., 2024b), PLEDGETRACKER is de-
signed to explicitly include source URLs for each
event, allowing fact-checkers to verify the underly-
ing evidence when necessary.

6 Conclusion and Future Work

We presented PLEDGETRACKER, the first end-to-
end system that formulates pledge monitoring as
the construction of temporally ordered timelines.
By iteratively collecting evidence from online, with
generative timeline construction and fulfilment fil-
tering, PLEDGETRACKER captures incremental ev-
idence and generates more interpretable outputs.
We integrated the system into professional fact-
checkers’ real-life workflows, and found PLED-
GETRACKER achieved an F1 of 0.641 in identi-
fying fulfilment events. Our further comparison
with Google Search and GPT-4o with web_search,
demonstrating the superior performance of PLED-
GETRACKER for pledge monitoring.

Limitations

The limitations of PLEDGETRACKER can be stated
from four perspectives. First, PLEDGETRACKER

is built on the basis that pledges have already been
identified and normalised, and therefore it does not
address the task of automatically extracting and
decontextualising pledges from manifestos (Deng
et al., 2024; Panchendrarajan and Zubiaga, 2024).
Second, our evaluation focuses on pledges from
UK political parties. However, its effectiveness in
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other linguistic or institutional contexts remains
to be further explored (Zhang et al., 2024; Turk
et al., 2025). Third, our evidence retrieval relies
heavily on the Google Custom Search API, limiting
its evidence coverage with potential ranking bias,
and quota constraints. Fourth, due to the limited
resources, we could not perform large-scale train-
ing and thus use small models and LLM APIs for
implementing PLEDGETRACKER.

Ethical Considerations

Our work involves human annotation and evalua-
tion as stated in §3.3, §5.2, and §5.3. These two
annotators are professional fact-checkers and the
co-authors of this paper. Their background infor-
mation is provided in Appendix B.

We acknowledge that LLMs exhibit political
biases (Chalkidis and Brandl, 2024); however,
we mitigate these by using RAG (Lewis et al.,
2020; Ram et al., 2023) and providing the URLs
of the sources used for the timeline construction,
so that users can verify the output themselves.
Furthermore, we evaluated the system with fact-
checkers from Full Fact, which is a signatory
to the International Fact-Checkers Network code
of principles (https://ifcncodeofprinciples.
poynter.org/the-commitments) that stipulates
that they need to be impartial in their work.

The release of our demo has been approved by
the Ethics Review Committee7 at the Department
of Computer Science and Technology, University
of Cambridge, under the CC-BY-NC license.
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A Implementation Details

A.1 Evidence Retrieval
Following Yoon et al. (2024), we index the training
data from AVeriTeC (Schlichtkrull et al., 2023) and
retrieve the top-10 most similar question-evidence
pairs to the input pledge from the training corpus
using BM25. These top-10 question-evidence pairs
are then used as the ICL examples. In particular,
the prompt is as follow:

Your task is to generate a question based
on the given claim and evidence. The
question should clarify the relationship
between the evidence and the claim.

{ICL_examples}

Now, generate a question that links the
following claim and evidence:

Claim: {pledge_claim}
Evidence: {sentence_evidence}

We use Meta-Llama-3.1-8B-Instruct with a
temperature of 0.6 and top-p of 0.9. We generate
one question per evidence sentence.

For Google Custom Search, we set the geo-
graphic scope to the UK due to our focus on the UK
election pledges. In practice, we set the iterative
evidence retrieval to two rounds, to balance a good
result in practice and our budgets.

A.2 Timeline Construction
We use the below prompt for event description gen-
eration and timestamp identification:

Please only summarize events that are
useful for verifying the pledge, and their
dates in the JSON format.

{ICL_examples}

Please only summarize events that
are useful for verifying the pledge:
{pledge}, and their dates in the JSON
format.

Input:

Title: {document_title}
Date: {document_date}
Article: {document_text}

Output:

Please note that we use GPT-4o for experiments,
and constrain the output (including the outputs of
the ICL pairs) in the JSON format, for example:
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{
"events": [
{
"event": "Home Secretary Yvette
Cooper announces new measures to
boost Britain’s border security,
including the recruitment of
up to 100 new specialist
intelligence and investigation
officers at the National Crime
Agency (NCA).",
"date": "2024-08-21"
},
{
"event":
"Announcement of a major surge
in immigration enforcement and
returns activity to achieve the
highest rate of removals of those
with no right to be in the UK
since 2018.",
"date": "2024-08-21"
},
{
...
}]
}

We use 2 ICL examples to balance the length
constraint and model efficiency. We set the top-p
and temperature to 0.

A.3 Relevant Event Identification
We use the below prompt for identifying relevant
events:

You are given a pledge, the pledge
speaker, and the date of when the pledge
is made, and a key event summarized
from an online article along with the date
of when the event happens. Your task is
to determine whether this event summary
is useful to track the fulfilment of this
pledge.

Yes: The summary presents devel-
opments or actions that demonstrate
progress (or lack thereof) towards fulfill-
ing the pledge. It helps evaluate whether
the pledge is on track or not.

No: The summary only provides back-
ground or contextual information, but no
progress information for evaluating the

fulfilment of the pledge; Or the summary
is less than or not related to the pledge.

Below are examples:

{ICL_examples}

Now, please assign a label to the below
instance.

Input:

Pledge: {pledge}
Event summary: {event}. (Event Date:
{event_date})

Output:

The model is expected to return Yes or No, and we
also log the log-probability of the first predicted
token to support confidence-based ranking.

We use at most 50 ICL examples. In particular,
in our demo system, if we are checking a suggested
pledge, we use their corresponding annotated data;
otherwise, we randomly select instances from all
annotated data. We set the top-p and temperature
to 0.

B Fact-checkers’ Background

Both of the fact-checkers involved in this study
(Nasim and Josh) are native English speakers, ed-
ucated to postgraduate level. One has worked
as a fact-checker for two years and overall as a
trained journalist for seven years, while the other
has worked as a journalist for eight years and in
fact-checking for several months.

C Setup of Google Search and GPT-4o for
Real-world Evaluation

We use GPT-4o with the tool of web_search. We
set the location as the UK (GB in GPT-4o), and the
search_context_size as high. We use the same
request for initial searching as the input, and use
the below prompt to inform the model of the time
range:

Please find the recent online articles
(from {time_start} to {time_end})
that can help monitor the fulfilment of
the pledge. List only the article URLs,
ordered by their usefulness and relevance
(most useful and relevant first), one per
line.

{pledge}
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Similarly, we use the same API for PLED-
GETRACKER to call Google Search using the same
parameters, and collect the top-10 retrieved results
based on their prominence.

To ensure the retrieved URLs are within the cor-
rect time range, we further filter all URLs by exam-
ining their metadata, and use the useful URLs for
evaluation.
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