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Abstract

Autolntent is an automated machine learning
tool for text classification tasks. Unlike ex-
isting solutions, Autolntent offers end-to-end
automation with embedding model selection,
classifier optimization, and decision threshold
tuning, all within a modular, sklearn-like inter-
face. The framework is designed to support
multi-label classification and out-of-scope de-
tection. AutoIntent demonstrates superior per-
formance compared to existing AutoML tools
on standard intent classification datasets and
enables users to balance effectiveness and re-
source consumption.

1 Introduction

Text classification remains a fundamental task
in natural language processing, with applications
ranging from intent detection in conversational sys-
tems (Weld et al., 2021) to content categorization
and sentiment analysis (Taha et al., 2024). Mod-
ern NLP has been revolutionized by transformer-
based embedding models (Vaswani et al., 2023;
Devlin et al., 2019; Reimers and Gurevych, 2019),
which provide rich contextual representations of
text. However, effectively utilizing these models
for classification tasks requires careful consider-
ation of multiple components: the choice of pre-
trained embedding model, the selection of appropri-
ate classification algorithms, and the optimization
of their hyperparameters.

Traditional machine learning approaches often
require manual tuning of these components, which
can be time-consuming and requires significant
expertise. While automated machine learning (Au-
toML) frameworks (Baratchi et al., 2024) have
emerged to automate this process, existing solu-
tions for NLP tasks often lack comprehensive sup-
port for the full spectrum of hyperparameter opti-
mization (for instance, choosing best embedding
model) and tuning confidence thresholds for han-
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Figure 1: Average accuracy (banking77 (Casanueva
et al., 2020), massive (FitzGerald et al., 2022), minds14
(Gerzetal., 2021), hwu64 (Liu et al., 2019)) and training
duration (on minds14) of AutoIntent presets (orange)
and baseline AutoML tools (blue).

dling multi-label classification and out-of-scope
(O0OS) detection (Larson et al., 2019).

This paper introduces AutoIntent!, a novel Au-
toML framework specifically designed for in-
tent classification tasks. The framework offers a
sklearn-like interface (Pedregosa et al., 2018) for
ease of use and supports even multi-label classifica-
tion and OOS detection, bridging the gap between
AutoML and conversation systems.

2 Background

Automated machine learning, by definition, is a
tool for automating routines like data splitting for
validation, hyperparameter tuning, model ensem-
bling, and model selection. AutoML is highly rel-
evant in scenarios where machine learning tasks
need to be solved by non-experts and in conjunction
with no-code ML, which is sometimes called «<ML
as a service» (Bisong, 2019; Barga et al., 2015; Lib-
erty et al., 2020; LeDell and Poirier, 2020; Carney

"https://github.com/DeepPavlov/AutoIntent
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H20 LightAutoML | AutoGluon | FEDOT Autolntent (ours)
Approach TAML & | TAML Encoder TAML & | Embeddings
Word2Vec | emb. fine-tuning | TF-IDF
Scarce train data X Has  small | X Adaptable | Adapted for
data modes small datasets
Custom search space | Flexible HP presets v’ HP presets | Presets & cus-
API tomizble configs
Experiments tracking | H20 Flow | X X X W&B’, .
integration tensorboartz ,
codecarbon .
Embedding prompting | X X X X v’
0O0S detection X X X X v’
Multi-label X v’ X X v’

Table 1: Comparison of NLP functionality in AutoML frameworks: H20 (LeDell and Poirier, 2020), LightAutoML
(Vakhrushev et al., 2022), AutoGluon (Tang et al., 2024), FEDOT (Nikitin et al., 2021) and ours AutoIntent. HP
stands for hyperparameters, TAML stands for tabular AutoML. “Weights and Biases (Biewald, 2020), Tensorboard

(Abadi et al., 2015), CodeCarbon (Courty et al., 2024).

et al., 2020; Acito, 2023). The applications include
sentiment analysis, robotics, healthcare, business
analysis (Yuan et al., 2024; Salehin et al., 2024).

Tabular AutoML focuses on feature engineering,
feature selection and model ensembling (Feurer
et al., 2022; Vakhrushev et al., 2022; Erickson
et al., 2020; LeDell and Poirier, 2020; Nikitin
et al., 2021). Usually, they employ classical ma-
chine learning methods like GBMs (Chen and
Guestrin, 2016; Prokhorenkova et al., 2018; Ke
etal., 2017) and linear models, fast hyperparameter
tuning methods with budget-aware strategies (Ak-
iba et al., 2019), and ensembling strategies like
stacking, blending and voting. Such frameworks
sometimes can supersede exploratory data analysis
and extensive research with just a running preset
training recipe. It is not rare to see AutoML frame-
works winning machine learning contests, but the
open source solutions often are not transferable to
production-ready systems as the resulting pipeline
is an ensemble of a numerous amount of models
without clear guides for deployment.

Neural architecture search can be viewed as an
automation in the field of deep learning (Salehin
et al., 2024). It emphasizes finding optimal com-
putational graph using approaches like cell-based
and hierarchical search spaces (Zoph et al., 2018;
Real et al., 2019) or using scaling laws (Tan and Le,
2020). It cannot be treated as full-fledged AutoML,
as it is designed to address only the model selection
problem. Though, it can be a part of an AutoML
pipeline (Jin et al., 2023).

AutoML tools in the NLP domain primarily
stand out from other AutoML by native support
of text inputs (Tang et al., 2024; Vakhrushev et al.,

2022). This is especially important for use by non-
experts, as it removes the requirement of manual
tokenization and vectorization. Though, some tabu-
lar AutoML frameworks provide auxiliary tools for
text feature extraction (LeDell and Poirier, 2020).
The next peculiarity of text AutoML frameworks is
their usage of transformer-based backbones, which
makes sense, as this is the state-of-the-art in the
field of NLP. Note that NLP AutoML primarily
focuses on simple tasks like classification and re-
gression, ignoring text generation and named entity
recognition, for instance.

In AutoML frameworks, the model selection can
be implemented in three ways. The first and most
straightforward is to use hyperparameter tuning
tools like Optuna (Akiba et al., 2019) and genetic
algorithms (Feurer et al., 2022) with preset search
spaces. Usually, these presets differ in how much
time and computational resources they require to
reach acceptable quality. The variety of presets is
provided to cover all possible use cases and hard-
ware settings. Another option is not to tune hyper-
parameters but use some generic hyperparameters
that reach balance between the final quality and
the generalization across different tasks. These
hyperparameters can be obtained empirically (Tang
et al., 2024). The compromise between freezing
hyperparameters and tuning all of them is the meta-
learning (Desai et al., 2022; Feurer et al., 2022;
Wang, 2021; Tian et al., 2022; Huisman et al.,
2021), where metamodel takes a dataset as input
and predicts hyperparameters.
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Figure 2: (Left) Autolntent’s three levels of hyperparameter optimization: at the module level, the embedding,
scoring, and decision models are optimized sequentially; at the model level, each classification approach is tested
against each other to select the best one; at the instance level, hyperparameters for each model is tuned individually
with optuna samplers. (Right) Inference pipeline as a result of AutoIntent’s hyperparameter optimization.

3 Autolntent

3.1 Design Principles

The design of Autolntent is guided by several key
principles to ensure practical usability and main-
tainability (see Table 1). It features a modular
architecture with a clear separation of concerns,
adhering to software engineering best practices
like type checking, auto-testing, and comprehen-
sive documentation. The framework offers model
diversity, supporting both high-performance deep
learning models and efficient classical ML models
that operate on pre-computed transformer embed-
dings. This embedding-centric design leverages
the HuggingFace model repository and eliminates
complex feature engineering. For usability, Au-
tolntent provides flexible optimization strategies
(from presets to custom search spaces), multi-label
classification, out-of-scope (OOS) detection, and
few-shot learning.

3.2 Separation of Concerns

Autolntent defines a scoring module as a section
of the text classification pipeline that outputs class
probabilities, establishing a clear separation from
the decision module, which makes the final predic-
tion by applying thresholds. This separation en-
hances modularity and flexibility, allowing a single
scoring model’s outputs to be reused with various
decision strategies without re-computation, which
is highly efficient for experimentation.

3.3 Embedding Module

Autolntent leverages the sentence-transformers li-
brary (Reimers and Gurevych, 2019), providing
access to a wide range of pre-trained transformer
models from Hugging Face Hub (Wolf et al., 2020).
Autolntent offers three strategies for embedding
model selection:

Pipeline-level optimization. The embedding
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preset ‘ duration ‘ banking77 hwu64 massive mindsl4 snips | avg
Baselines
AutoGluon (best) - 6.98 12.64 21.39 85.19  96.00 | 44.44
AutoGluon (high) - 92.60 90.80 89.22 95.37  98.86 | 93.37
AutoGluon (medium) 461 92.40 91.17 87.13 92.59  98.86 | 92.43
LightAutoML 430 53.31 77.85 47.41 7222 98.38 | 69.83
h20 257 75.32 77.32 75.30 76.85  98.36 | 80.63
Autolntent Presets

zero-shot-transformers 24 69.51 71.47 63.58 87.04  89.43 | 76.21
nn-medium 44 79.95 70.79 72.75 7531  96.74 | 79.11
nn-heavy 47 78.84 72.96 73.39 80.86  97.40 | 80.69
zero-shot-openai 27 76.43 85.04 80.49 96.30  96.86 | 87.02
classic-light 136 92.23 90.83 87.11 97.53  98.43 | 93.23
classic-medium 216 92.34 90.92 87.19 97.84 98.98 | 93.45

Table 2: Performance comparison across different presets averaged from three runs (except H20 and Auto-
Gluon which were launched once). Column 1: Baseline AutoML frameworks: AutoGluon (Tang et al., 2024)
with non-HPO presets best_quality, high_quality, medium_quality, H20 (LeDell and Poirier, 2020) with
their word2vec, LightAutoML (Vakhrushev et al., 2022); and Autolntent presets: nn (CNN (Kim, 2014), RNN),
zero-shot (description-based bi- and cross-encoder, LLM prompting), classic (knn, logreg, random forest,
catboost (Prokhorenkova et al., 2018)). Column 2: Duration in seconds evaluated on minds14 (Intel(R) Xeon(R)
CPU E5-2698 v4 @ 2.20GHz, single Tesla P100-SXM2-16GB). Columns 3-7: Accuracy on test sets.

model is chosen once at the start of the pipeline
to maximize efficiency. The selection is based on
either retrieval metrics (e.g., NDCG) or the per-
formance of a simple downstream classifier (e.g.,
logistic regression).

Scoring-level optimization. The embedding
model is optimized individually for each candidate
model during the optimization of the scoring mod-
ule. This is more computationally intensive, but
may yield better performance.

Fixed embedding. Users can specify a default
embedding model to skip optimization entirely.

This flexible approach allows users to balance
optimization quality and computational cost.

3.4 Scoring Module

Autolntent offers a diverse set of scoring models.
A key architectural feature is that all the classifiers
are able to operate on pre-computed embeddings.
This separates computationally intensive embed-
ding generation from the lightweight classification
step, enabling a balance between effectiveness and
efficiency and allowing deployment on CPU-only
systems. The available scoring modules include:
KNN-based approaches. These include K-
Nearest Neighbors method with FAISS (Douze

et al., 2024) for efficient search, a two-stage cross-
encoder re-ranking approach, and MLKNN (Zhang
and Zhou, 2007) for multi-label tasks.

BERT-based classifiers. Support full model
fine-tuning and parameter-efficient approaches like
LoRA (Hu et al., 2021) and P-Tuning (Mangrulkar
et al., 2022).

Generic sklearn integration allows use of any
sklearn classifier operating on embedding vectors.

Zero-shot methods utilize text descriptions of
classes and either measure the closeness with bi-
or cross-encoder or prompt LLM by API (OpenAl,
2023).

3.5 Decision Module

The Decision Module processes scores to produce
final predictions, which is crucial for multi-label
and OOS scenarios.

AdaptiveDecision (Hou et al., 2020): A sample-
specific thresholding method for multi-label classi-
fication.

JinoosDecision (Zhang et al., 2020): Finds a
universal threshold that balances in-domain and
OOS accuracy.

ThresholdDecision: Uses a fixed, user-specified
threshold, suitable for use within the AutoML tun-
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framework

in domain accuracy out-of-scope F1-measure

Autolntent
AutoGluon (Tang et al., 2024)
H20 (LeDell and Poirier, 2020)

96.13 76.79
95.76 48.53
85.22 40.69

Table 3: Performance comparison on out-of-scope detection task on CLINC150 (Larson et al., 2019).

ing pipeline.

TunableDecision: Employs Optuna (Akiba
et al., 2019) to automatically find the optimal
threshold by maximizing the F1 score.

3.6 AutoML Pipeline

Autolntent orchestrates the optimization of all com-
ponents hierarchically (Fig. 2), with two dis-
tinct levels of optimization. At the highest level,
the pipeline performs module-level optimization,
where it sequentially optimizes the embedding,
scoring, and decision modules. Each module builds
upon the best model from the previous module’s
optimization, creating a cohesive pipeline. For in-
stance, the scoring module utilizes features from
the best embedding model, while the decision mod-
ule processes probabilities from the best classifier.
This greedy approach effectively prevents combi-
natorial explosion while maintaining strong perfor-
mance.

The second level focuses on model-level op-
timization, where both the model and its hyper-
parameters are sampled with Optuna’s random
sampling and Tree-structured Parzen Estimators
(Watanabe, 2023). This includes various trans-
former models for the embedding module, different
classification methods for the scoring module, and
multiple threshold strategies for the decision mod-
ule.

A crucial aspect of the pipeline is its clear dis-
tinction between tuning (non-gradient optimization
of hyperparameters) and training (gradient opti-
mization of model weights, if applicable). Autoln-
tent implements careful data handling with sepa-
rate data subsets for training weights and validat-
ing hyperparameter configurations, and strategies
to prevent target leakage. For cross-validation, it
uses out-of-fold predictions to train stacked mod-
els (as we can view the whole three-stage pipeline
with embedding, scoring and decision nodes as
stacked models). The optimization is configured
via a dictionary-like search space, and the final op-
timized pipeline can be saved and used later with
simple save, load, and predict methods.

4 Experiments

4.1 Baselines

We compared Autolntent against several open-
source NLP AutoML frameworks: H20 (LeDell
and Poirier, 2020), LightAutoML (LAMA)
(Vakhrushev et al., 2022), and AutoGluon (Tang
et al., 2024). The evaluation was conducted across
five standard intent classification datasets (Table
2).

The results show that AutoGluon and AutoIntent
are highly competitive, while H20 achieves mod-
erate performance and LAMA fails on these tasks.
Autolntent provides the most affordable options
in terms of balance between the quality and the
computational cost. Also during the testing, we re-
vealed several limitations in baseline frameworks:

Hyperparameter Optimization: AutoGluon
uses a fixed training recipe; AutoGluon does sup-
port HPO presets, but they are too time and disk
space consuming to test. Feature Engineering:
H20 lacks native text features support. Model
Flexibility: LAMA supports only three predefined
transformer models. Inference Efficiency: Au-
tolntent can select lighter models for comparable
performance, unlike AutoGluon’s fine-tuned trans-
former as fixed output. Model Variety: Only Au-
tolntent provides the whole range of ML and DL.
models for text classification.

4.2 OOS Detection

We evaluated OOS capabilities on the CLINC150
dataset (Larson et al., 2019). Since baselines lack
native OOS support, we treated OOS as an addi-
tional class for them while using Autolntent’s built-
in OOS support. The results in Table 3 demon-
strate Autolntent’s superiority, attributable to its
dedicated confidence thresholds tuning. We utilize
in-domain accuracy, because the dataset is quite
balanced. Though, this is a detection task, so we
consider F1-score as appropriate choice for OOS
class.
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Figure 3: Performance comparison in a scenario of scarce training data. Baseline AutoML frameworks: AutoGluon
(Tang et al., 2024) with non-HPO preset medium_quality, H20 (LeDell and Poirier, 2020) with their word2vec;

and Autolntent preset classic-light.

4.3 Few-shot Scenario

We evaluated the capabilities of Autolntent in a
scenario of scarce training data. We synthetically
subsampled the datasets to have only n shots per
class, with n ranging from 4 to 128. The results
in Figure 3 demonstrate AutoIntent’s robustness
and superiority due to employing neighbor-based
classification methods.

5 Conclusion

Autolntent addresses the critical gap in automated
machine learning for intent classification tasks,
where existing AutoML frameworks lack compre-
hensive support for NLP-specific challenges in-
cluding embedding model selection, multi-label
classification, out-of-scope detection, and few-shot
learning. The framework’s importance stems from
democratizing intent classification through end-to-
end automation.

The system’s novelty lies in its optimization strat-
egy and embedding-centric design leveraging pre-

computed transformer representations. Autolntent
targets NLP practitioners, conversational Al devel-
opers, and ML-as-a-service platforms.

Autolntent operates through a three-stage
pipeline (embedding, scoring, decision) with hi-
erarchical optimization using Optuna. The embed-
ding module selects optimal transformer models,
the scoring module offers diverse classifiers.

The system was evaluated across five intent clas-
sification datasets. While demonstrating strong per-
formance, limitations include no user studies con-
ducted and focus on intent classification datasets.
The framework is released under Apache-2.0 li-
cense to encourage community adoption.
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A Computational Efficiency

To quantify the computational requirements of dif-
ferent scoring modules, we conducted a compre-
hensive analysis using the Code Carbon library
(Courty et al., 2024). This analysis measured vari-
ous aspects of computational resource consumption
for a single trial (training and evaluation of a sin-
gle model configuration). The results, presented
in Table 4, reveal significant variations in resource
usage across different approaches.

The analysis revealed significant variations in
resource efficiency across different scoring meth-
ods. KNN-based methods demonstrated excep-
tional efficiency, with minimal emissions and
runtime, making them particularly suitable for
resource-constrained environments. Logistic re-
gression showed moderate resource consumption
while maintaining high performance, representing
a balanced trade-off between computational cost
and effectiveness. In contrast, BERT-based meth-
ods exhibited the highest resource requirements,
necessitating substantial computational infrastruc-
ture. These findings provide valuable insights for
deployment scenarios with varying resource con-
straints and for building AutoIntent’s presets.

A.1 Embedding Module Effectiveness

We evaluated our retrieval-based embedding se-
lection heuristic (optimizing NDCGQG) against the
ground truth (final accuracy from the full pipeline),
as described in Section 3.3. As shown in Fig-
ure 4 and Table 5, while the approximate rank-
ing is imperfect, it successfully identifies the best
model (stella_en_400M_v5). This demonstrates
that the heuristic effectively balances computa-
tional cost and selection quality. We have taken
top models from MTEB(eng)(Muennighoff et al.,
2023; Enevoldsen et al., 2025) leaderboard.
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model emissions runtime energy  gpu cpu ram rate
bert 1.382 103.911 3.133  2.198 0.774 1.615e-01 0.014
ptuning 1.118 83.455 2535 1.785 0.620 1.295e-01 0.014
lora 0.863 65.157 1957 1.372 0.484 1.009e-01 0.013
linear 0.428 73393 0971 0312 0.545 1.138e-01 0.006
rerank 0.270 29.040  0.613 0.355 0.213 4.436e-02 0.010
dnnc 0.122 10.000 0.276  0.192 0.070 1.455e-02 0.013
rand forest 0.073 11.367 0.166 0.074 0.080 1.664e-02 0.007
knn 0.009 1.281 0.019 0.014 0.004 9.044e-04 0.012
units grams sec Wh Wh Wh Wh grams/sec

Table 4: Computational resource consumption for different scoring modules. The experiments are conducted on
banking77 dataset with mixedbread-ai/mxbai-embed-large-v1 (Lee et al., 2024; Li and Li, 2023), system with
AMD Ryzen 7 5800H, NVIDIA RTX 3060 Laptop. Median values of 10 trials are displayed. Embeddings were
pre-computed.

Model Accuracy NDCG

stella_en_400M_v5 04.28 93.83 stella_en_400M v5 @ @ stella_en_400M_v5
multilingual-eS-1 93.65 92.97 multilingual-e5-larg ® GIST-large-Embedding
GIST—large—2 9351 93.32 GIST-large-Embedding i/q UAE-Large-V1
UAE-Large-V1 9289 9325 UAE-Large1 muliingual-e5-larg
bge-m3 92.69 92.49 bge-m3 o ® KaLM-embedding-multi
multilingual-eS-large | 91.41 92.45 multilingual-e3-larg @ e boem3

LaBSE 90.47 8951 LaBSE ® multilingual-e5-larg
KaLM—embedding—3 89.65 92.88 KalLM-embedding-multi @ nomic-embed-text-v1.
nomic-embed-* 87.24 89.63 nomic-embed-text-v1. LaBSE
deberta-v3-small 81.15 67.20 deberta-v3-small deberta-v3-small
deberta-v3-large 75.39 59.59 deberta-v3-large & © deberta-v3-large
deberta-v3-base 75.00 59.28 deberta-v3-base deberta-v3-base

Table 5: Embedding models perf(.)rmanc.e averaged over  Figure 4: Encoders ranking: (Left) precise ranking ob-
hwu64 (Liu et al., 2019), massive (FitzGerald et al.,  tained via training full AutoML pipeline with only this

2022), minds14 (Gerz et al., 2021), snips (Coucke et al.,  model, (Right) approximate ranking based on retrieval
2018). 'large-unstruct, 2Embedding-v0, *multilingual- quality (NDCG).
mini-instruct-v1.5, *text-v1.5
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