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Abstract

Multi-agent systems (MAS) have emerged as a
powerful paradigm for orchestrating large lan-
guage models (LLMs) and specialized tools to
collaboratively address complex tasks. How-
ever, existing MAS frameworks often require
manual workflow configuration and lack native
support for dynamic evolution and performance
optimization. In addition, many MAS optimiza-
tion algorithms are not integrated into a unified
framework. In this paper, we present EvoA-
gentX, an open-source platform that automates
the generation, execution, and evolutionary op-
timization of multi-agent workflows. EvoA-
gentX employs a modular architecture consist-
ing of five core layers: the basic components,
agent, workflow, evolving, and evaluation lay-
ers. Specifically, within the evolving layer,
EvoAgentX integrates three MAS optimization
algorithms, TextGrad, AFlow, and MIPRO, to
iteratively refine agent prompts, tool config-
urations, and workflow topologies. We eval-
uate EvoAgentX on HotPotQA, MBPP, and
MATH for multi-hop reasoning, code gener-
ation, and mathematical problem solving, re-
spectively, and further assess it on real-world
tasks using GAIA. Experimental results show
that EvoAgentX consistently achieves signifi-
cant performance improvements, including a
7.44% increase in HotPotQA F1, a 10.00% im-
provement in MBPP pass@1, a 10.00% gain in
MATH solve accuracy, and an overall accuracy
improvement of up to 20.00% on GAIA. The
source code is available at: https://github.
com/EvoAgentX/EvoAgentX.

1 Introduction

Multi-agent systems (MAS) are emerging as a pow-
erful paradigm for orchestrating large language
models (LLMs) and specialized tools to solve com-
plex tasks collaboratively (Hong et al., 2023; Gao
et al., 2024). By coordinating multiple agents with
distinct capabilities, such as planning, reasoning,
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or code generation, MAS decompose intricate prob-
lems into controllable subtasks and assign them to
agents capable of solving them (Yuan et al., 2024;
Zhang et al., 2025a). This flexible and modular ar-
chitecture makes MAS well-suited for addressing
complex real-world problems. As a result, MAS
have been widely deployed in applications such as
multi-hop question answering (Hong et al., 2023),
software engineering automation (Li et al., 2023),
code generation (Liu et al., 2025), mathematical
problem solving (Gao et al., 2024), and dialogue
systems (Shi et al., 2024).

Despite these promising developments, con-
structing a multi-agent system typically requires
manual efforts in defining the roles of agents, spec-
ifying task decomposition strategies, designing
agent interactions, and configuring execution work-
flows (Tang et al., 2024; Xiao et al., 2024). Frame-
works like CrewAl !, CAMEL AI (Li et al., 2023),
and LangGraph ? have provided general-purpose
frameworks for building such multi-agent systems,
but they primarily rely on hand-crafted configu-
rations or rule-based orchestration. This reliance
limits scalability and usability, especially when
adapting workflows to new tasks or domains. As
the complexity of multi-agent systems grows, there
is an urgent need for automating workflow con-
struction to reduce manual efforts and facilitate the
rapid development of agent-based applications.

Another challenge lies in enabling MAS to
evolve and optimize themselves dynamically rather
than relying on static, predefined configurations
(Zhang et al., 2025a). Real-world tasks, such as
multi-hop question answering or software debug-
ging, often involve changing inputs, intermedi-
ate outcomes, or increasing task complexities (Xu
et al., 2024). These characteristics make it essen-
tial for multi-agent systems to support workflow
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evolution and optimization to continuously adapt
strategies to meet task requirements and respond to
varying conditions. By adjusting workflow topolo-
gies, modifying prompt templates, and choosing
the most suitable tools, MAS can iteratively refine
their workflows for improved problem-solving ef-
fectiveness (Zhou et al., 2024). However, most
existing MAS frameworks lack mechanisms for
dynamic workflow evolution or optimization. Al-
though some multi-agent optimization methods like
DSPy (Khattab et al., 2023) and TextGrad (Yuksek-
gonul et al., 2024) provide approaches for prompt
refinement or agent orchestration, they remain frag-
mented and are not integrated into unified plat-
forms, making it difficult for practitioners to ap-
ply and compare them consistently and effectively
across diverse tasks.

To this end, we propose EvoAgentX, an open-
source platform designed for the automated gen-
eration and evolutionary optimization of multi-
agent workflows. As illustrated in Figure 1, EvoA-
gentX employs a modular architecture consist-
ing of five core layers: basic components, agent,
workflow, evolving, and evaluation. The cen-
tral feature of EvoAgentX is the evolving layer,
which seamlessly integrates three state-of-the-art
optimization algorithms, TextGrad (Yuksekgonul
et al., 2024), AFlow (Zhang et al., 2024b), and
MIPRO (Opsahl-Ong et al., 2024), to iteratively
refine agent prompts, tool configurations, and
workflow topologies. We evaluate EvoAgentX
comprehensively across diverse benchmarks, in-
cluding HotPotQA for multi-hop reasoning (Yang
et al., 2018), MBPP for code generation (Austin
et al., 2021a), MATH for mathematical problem-
solving (Hendrycks et al., 2021), and the GAIA
benchmark for real-world multi-agent tasks (Mi-
alon et al., 2023). Experimental results demon-
strate that EvoAgentX achieves substantial perfor-
mance improvements through dynamic workflow
evolution, including improvements of 7.44% in
HotPotQA F1, 10.00% in MBPP pass@1, 10.00%
in MATH solve accuracy, and up to 20.00% overall
accuracy on GAIA.

The contributions of our demo are as follows:

* We present EvoAgentX, an open-source plat-
form that enables easy customization and au-
tomatic generation of multi-agent workflows
from high-level goal descriptions, reducing
manual efforts in system design.

* EvoAgentX integrates three optimization al-

gorithms, TextGrad, AFlow, and MIPRO, to
enable evolutionary workflow optimization.

* EvoAgentX provides built-in benchmarks and
standardized evaluation metrics, supporting
dynamic workflow evolution that consistently
improves performance on datasets such as
HotPotQA, MBPP, and MATH, as well as on
real-world benchmarks like GAIA.

2 Related Work
2.1 Multi-Agent Systems

Recent research on multi-agent systems (MAS)
has explored how multiple language model agents
can collaborate to solve complex tasks by distribut-
ing subtasks across specialized components (Wang
et al., 2024; Kapoor et al., 2024). Frameworks such
as CAMEL Al, CrewAl, and LangGraph provide
general-purpose infrastructures that allow users to
define agents with distinct roles, specify commu-
nication protocols, and design execution logic and
interaction patterns. These systems have enabled
significant progress in areas such as multi-hop rea-
soning, dialogue simulation, tool-augmented rea-
soning, and software engineering automation (Ma
et al., 2024). However, most existing MAS frame-
works rely on hand-crafted workflows or rule-based
orchestration, requiring users to manually predefine
agent hierarchies, interactions, and execution strate-
gies for each task (Gao et al., 2024; Islam et al.,
2024). This places a substantial burden on users
and limits the scalability and adaptability of such
systems, particularly when workflows need to be
adjusted for new tasks or changing conditions. To
address this limitation, EvoAgentX introduces au-
tomatic workflow generation from high-level task
descriptions, eliminating the need for manual work-
flow design and significantly reducing human effort
in building multi-agent systems.

2.2 Multi-Agent Optimization

Recent work on multi-agent optimization aims
to enhance task performance by refining agent
prompts, execution strategies, and communica-
tion structures (Agarwal et al., 2024; Zhou et al.,
2025). Early studies focused on prompt optimiza-
tion, with methods such as DSPy (Khattab et al.,
2023) and TextGrad (Yuksekgonul et al., 2024)
demonstrating that prompt-level refinement im-
proves orchestration efficiency. In parallel, frame-
works like DyLAN (Liu et al., 2023) and Cap-
tain Agent (Song et al., 2024) explored dynamic
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Figure 1: The framework of EvoAgentX. It illustrates the modular architecture including the basic components,

agent, workflow, evolving, and evaluation layers.

topology adjustments through reactive modifica-
tions to agent sets or communication links. A sig-
nificant advancement was achieved when multi-
agent topology was formalized as a search and
optimization problem. Approaches such as Aut-
oFlow (Li et al., 2024) and GPTSwarm (Zhuge
et al., 2024) defined topological search spaces us-
ing natural language programs or computational
graphs and applied reinforcement learning to opti-
mize agent connections. Building on this, Score-
Flow (Wang et al., 2025) and G-Designer (Zhang
et al., 2024a) introduced preference learning and
deep generative models to produce task-adaptive
communication structures. Recent work has further
unified prompt and topology optimization, as in
ADAS (Hu et al., 2024), FlowReasoner (Gao et al.,
2025), and MaAS (Zhang et al., 2025b), which
jointly optimize agent configurations, prompts, and
execution graphs using meta-search, reinforcement
learning, or probabilistic supernets. Despite these
advances, most existing frameworks rely on frag-
mented toolchains or require manual setup, making
them difficult to apply consistently across diverse
tasks. EvoAgentX addresses this gap by providing
an integrated platform that automates multi-agent
workflow generation and unifies optimization tech-
niques in a single end-to-end system.

3 System Design

EvoAgentX is an open-source framework designed
to automate the generation, execution, evaluation,
and evolutionary optimization of agentic work-
flows. It supports automatic multi-agent workflow
generation from high-level task descriptions, seam-
less integration of evolutionary optimization algo-
rithms such as TextGrad (Yuksekgonul et al., 2024),

AFlow (Zhang et al., 2024b), and MIPRO (Opsahl-
Ong et al., 2024), and built-in benchmarks with
standardized evaluation metrics for systematic per-
formance assessment. To enable these capabilities,
as shown in Figure 1, EvoAgentX adopts a mod-
ular architecture comprising five core layers: the
basic components, agent, workflow, evolving, and
evaluation layers.

3.1 Basic Component Layer

The basic components layer forms the foundation
of EvoAgentX, providing essential services that
ensure the system’s stability, scalability, and exten-
sibility. It simplifies infrastructure management,
supporting high-level agent design and workflow
construction. Core modules include configuration
management, logging, file handling, and storage.
The configuration manager validates system param-
eters from structured files (e.g., YAML or JSON),
while the logging module tracks system events and
performance metrics. File handling components
manage workflow states and agent checkpoints,
ensuring experiment reproducibility. The storage
manager supports both persistent and temporary
storage, including caching and checkpointing.

To further enhance the system’s flexibility and
adaptability, EvoAgentX integrates with a vari-
ety of LLMs through frameworks such as Open-
Router 3 and LiteLLM # in the basic component
layer, enabling seamless integration of LLMs from
diverse sources.

3https://openrouter.ai/
*https://www.litellm.ai/
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3.2 Agent Layer

The agent layer serves as the core functional unit of
EvoAgentX, enabling the construction of modular,
intelligent entities that integrate reasoning, mem-
ory, and action execution capabilities in a seam-
less and flexible manner. Each agent is designed
as a composition of a LLLM, action modules, and
memory components, together supporting flexible,
context-aware decision-making and tools.

At the center of the agent architecture, the LLM
is responsible for high-level reasoning, response
generation, and context interpretation. It is spec-
ified through direct instantiation or configuration
files and serves as the foundation for all agent op-
erations. Actions define the operational logic of
agents. Each action encapsulates a specific task
(e.g., summarization, retrieval, API invocation) and
consists of a prompt template, input-output format
specifications, and optional tool integrations. For-
mally, an agent a; is represented as:

a; = (LLM;, Mem;, {Act?}M 1y (1)

where Mem; denotes the memory module, and
Actl(j ) denotes the set of action components.

An example in A.1 illustrates how to create an
agent within EvoAgentX.

3.3 Workflow Layer

The workflow layer is another core component of
EvoAgentX, supporting the construction, orchestra-
tion, and execution of multi-agent workflows in a
structured and flexible manner. It provides a formal
representation for capturing task dependencies, ex-
ecution flows, and communication between agents.
Each workflow is modeled as a directed graph:

W= (V,8), 2

where ) denotes the set of nodes (tasks) and & rep-
resents directed edges encoding dependencies and
data flow between tasks. Each node v € V corre-
sponds to a WorkFlowNode, defining a specific task,
its inputs, outputs, associated agents, and execution
status (PENDING, RUNNING, COMPLETED, or FAILED).
Nodes can encapsulate either a set of agents, allow-
ing dynamic selection of optimal actions during
execution, or an ActionGraph specifying an ex-
plicit sequence of operations. Edges (v;,v;) € €
capture task dependencies, execution order, and
optional priority weights for scheduling.

The workflow layer supports both general-
purpose workflows (WorkFlowGraph) and stream-
lined linear workflows (SequentialWorkFlow-
Graph). The former provides a flexible framework
for explicitly defining complex task graphs, includ-
ing custom nodes, edges, conditional branches, and
parallel execution patterns. It allows users to spec-
ify detailed task dependencies and exercise fine-
grained control over data flow and execution logic.
In contrast, the latter is designed for simplicity,
automatically inferring graph connections based
on task input-output dependencies and generating
nodes, agents, and edges without the need for man-
ual graph specification. This dual design facilitates
rapid prototyping while preserving the expressive-
ness needed to model complex structures.

An example in A.2 illustrates how to create a
workflow within EvoAgentX.

3.4 Evolving Layer

The evolving layer of EvoAgentX consists of three
core components: agent optimizer, workflow op-
timizer, and memory optimizer. These optimizers
provide a unified mechanism for iteratively refin-
ing agent configurations, workflow topologies, and
memory management strategies. This architecture
enables the system to dynamically adapt to chang-
ing task requirements, optimize multi-agent coordi-
nation, and improve overall performance.

(1) The agent optimizer aims to refine agent
prompt templates, tool configurations, and action
strategies to enhance each agent’s performance
across diverse tasks. Formally, for an agent a;
parameterized by its prompt Prompt; and configu-
ration 6;, the optimizer seeks to compute

(Promptgtﬂ), Gz(t“)) = (’)agem(Promptgt), HZ@, £),
3)
where Oygent(-) denotes the agent-level optimiza-
tion operator that updates prompts and configu-
rations based on evaluation feedback, and £ de-
notes evaluation feedback. The TextGrad (Yuk-
sekgonul et al., 2024) and MIPRO (Opsahl-Ong
et al., 2024) optimizers are employed for agent op-
timization, jointly applying gradient-based prompt
tuning, in-context learning, and preference-guided
refinement to iteratively align prompts, tool con-
figurations, and agent outputs with task-specific
objectives based on the performance signal.
(2) The workflow optimizer focuses on improv-
ing task decomposition and execution flow by ad-
justing the structure of the workflow graph W =
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Table 1: Statistics of different benchmarks. We denote
Question Answering and Natural Questions as QA and
NQ, respectively.

Task Dataset Name # Train # Dev # Test
QA NQ 79,168 8,757 3,610
Multi-Hop QA HotPotQA 90,447 7,405 /
Math GSM8K 7,473 / 1,319
Math MATH 7,500 5,000
Code Generation HumanEval / 164
Code Generation MBPP

Code Generation LiveCodeBench (v1~v5)
Code Execution LiveCodeBench
Test Output Prediction LiveCodeBench

400~880
479

/
/
/ 427
/
/
/ 442

~~ ==

(V, €). Formally, its objective is to compute
W(tJrl) = Oworkﬂow(W(t)7 8)7 (4)

where Oyorkfiow (+) denotes the workflow-level op-
timization operator that updates the graph struc-
ture based on evaluation feedback, and £ denotes
evaluation feedback. The SEW (Liu et al., 2025)
and AFlow (Zhang et al., 2024b) optimizers are
employed for workflow optimization, iteratively
restructuring workflow graphs by reordering nodes,
modifying dependencies, and exploring alternative
execution strategies guided by the task performance
signal and convergence criteria.

(3) The memory optimizer remains under active
development. Its objective is to provide structured,
persistent memory modules M that enable selec-
tive retention, dynamic pruning, and priority-based
retrieval (Zeng et al., 2024). Formally, it aims to
compute

M ¢g), )

)

Mgt—H) = Omemory (M

where Omemory () denotes the memory-level opti-
mization operator that updates the agent’s memory
module based on evaluation feedback, and £ de-
notes evaluation feedback.

An example in A.3 demonstrates how to use the
optimizer within EvoAgentX.

3.5 Evaluation Layer

The evaluation layer of EvoAgentX provides a mod-
ular and extensible framework for systematically
assessing workflow performance across tasks and
benchmarks. It integrates two complementary com-
ponents: (1) the task-specific evaluator and the
LLM-based evaluator. The task-specific evaluator
computes domain-relevant metrics by comparing
workflow outputs against ground truth labels, sup-
porting validation on datasets such as HotPotQA,
MBPP, and MATH. More details about the bench-
marks provided in EvoAgentX are shown in Ta-
ble 1; (2) the LLM-based evaluator leverages the

Table 2: Performance comparison across different
benchmarks. Bold indicates the best performance.

HotPotQA |  MBPP MATH
Method (F1%) | (Pass@1 %) | (Solve %)
Original 63.58 69.00 66.00
TextGrad |  71.02 71.00 76.00
AFlow 65.09 79.00 71.00
MIPRO 69.16 68.00 72.30

reasoning and generation capabilities of large lan-
guage models to deliver flexible and context-aware
evaluations. It supports qualitative assessments,
consistency checking, and dynamic criteria that are
not easily captured by static metrics.

Formally, given a workflow WV and dataset D,
the evaluation process is defined as

P=TW,D), (6)

where T (-) maps workflow executions to aggre-
gated performance metrics P. The design supports
both WorkFlowGraph and ActionGraph structures,
allowing evaluation at various abstraction levels.

4 Experiments

We evaluate EvoAgentX across three tasks: (1)
Evolution Algorithms, which optimize agent con-
figurations and workflow topologies to improve
performance; (2) Applications, where EvoAgentX
is applied to enhance multi-agent systems on real-
world benchmarks; and (3) Case Study, demonstrat-
ing EvoAgentX’s capability to optimize workflows
and enhance agent performance through practical
examples.

4.1 Evolution Algorithms

Experimental Settings. We evaluate EvoAgentX’s
evolutionary optimization capabilities by applying
three integrated algorithmsm, TextGrad, MIPRO,
and AFlow, to iteratively refine agent prompts,
tool configurations, and workflow topologies, using
metrics such as F1 score for multi-hop reasoning,
pass@1 accuracy for code generation, and solve
rate for mathematical problem solving.

Datasets. We assess EvoAgentX on HotPotQA
for multi-hop question answering requiring com-
positional reasoning (Yang et al., 2018), MBPP
for Python code generation from natural language
descriptions(Austin et al., 2021b), and MATH
for solving high-school level mathematical prob-
lems (Hendrycks et al., 2021).
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Results Analysis. As shown in Table 2, EvoA-
gentX’s optimization algorithms consistently en-
hance performance across all benchmarks. Specifi-
cally, TextGrad substantially improves multi-hop
reasoning, increasing the HotPotQA F1 score from
63.58% to 71.02%. AFlow significantly boosts
code generation accuracy, raising MBPP pass@1
from 69.00% to 79.00%. Similarly, TextGrad
strengthens mathematical reasoning, improving the
MATH solve rate from 66.00% to 76.00%. These
results demonstrate the EvoAgentX can effectively
refine multi-agent workflow topologies to align
with task-specific objectives across domains.

4.2 Applications

Experimental Settings. We apply EvoAgentX to
optimize existing multi-agent systems on a real-
world benchmark. Specifically, We select two
representative open-source frameworks from the
GAIA leaderboard (Mialon et al., 2023), Open
Deep Research ° and OWL ©, and refine their agent
prompts and workflow configurations using EvoA-
gentX, evaluating performance based on accuracy,
which measures the correctness of generated an-
swers against the ground truth.

Results Analysis. As shown in Figure 2, EvoA-
gentX significantly improves the performance of
both Open Deep Research and OWL across all eval-
uation levels on the GAIA benchmark. For Open
Deep Research, the overall accuracy increases by
18.41%, with notable improvements of 20.00% at
Level 1, 8.71% at Level 2, and 7.69% at Level 3.
Similarly, OWL achieves an overall accuracy im-
provement of 20.00%, driven by gains of 28.57%
at Level 1, 10.00% at Level 2, and a remark-
able 100.00% at Level 3. These results demon-
strate the effectiveness of EvoAgentX in enhancing

Shttps://github.com/langchain-ai/open_deep_research
®https://github.com/camel-ai/owl

= OWL (Original)
= OWL (Opti

wwwww d)

Accuracy (%)

3

" Levell  levl2  levl3  oOveall

(b) Performance of OWL Agent.
p Research and OWL Agent on the GAIA benchmark.

real-world multi-agent systems through automated
prompt and topology optimization.

4.3 Case Study

We present a case study to illustrate the practical ap-
plication of EvoAgentX in refining agent prompts
and workflow configurations within existing multi-
agent systems, including examples from AFlow,
TextGrad, and MIPRO. More detailed analysis and
results are presented in Appendix A.4.

5 Conclusion

We present EvoAgentX, an open-source platform
that automates the generation, execution, evalua-
tion and optimization of multi-agent workflows. It
addresses key limitations of existing frameworks by
eliminating the need for manual workflow design
and providing support for dynamic, task-specific
optimization. By integrating multiple optimiza-
tion algorithms, including TextGrad, AFlow, and
MIPRO, EvoAgentX enables the iterative refine-
ment of agent prompts, tool configurations, and
workflow topologies with minimal manual inter-
vention. Experiments on diverse benchmarks, such
as HotPotQA, MBPP, MATH and GAIA, demon-
strate that EvoAgentX consistently achieves sub-
stantial performance improvements in multi-hop
reasoning, code generation, mathematical problem
solving, and real-world multi-agent applications. In
the future, we will extend EvoAgentX with more
optimization algorithms, richer tool integration,
and long-term memory to further enhance agent
adaptability and contextual awareness. We also
plan to explore advanced evolution strategies (Fang
et al., 2025), including MASS (Zhou et al., 2025),
AlphaEvolve (Novikov et al., 2025), and Darwin
Godel Machine (Zhang et al., 2025¢), to advance
the strategies of multi-agent optimization.
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A Appendix
A.1 Creating a Simple Agent in EvoAgentX

In EvoAgentX, a simple agent can be created
using the CustomizeAgent class, which enables
the quick configuration of agents with a specific
prompt. To create such an agent, the first step is to
configure the large language model (LLLM) that will
be used by the agent. This is done by defining the
LLM settings, such as the model type and API key,
using the OpenAILLMConfig class. After configur-
ing the LM, the agent is instantiated by specifying
its name, description, and prompt, which defines
the task the agent will perform.

The following code demonstrates the process
of creating and using a simple agent in EvoA-
gentX, where the agent is tasked with printing
"hello world." The agent is then executed, and the
result is retrieved as a message object, with the
content of the response extracted and displayed.

from evoagentx.models
OpenAILLMConfig

from evoagentx.agents
CustomizeAgent

import

import

# Configure LLM

openai_config = OpenAILLMConfig(
model="gpt-40-mini",
openai_key="YOUR_API_KEY",
stream=True

)

# Create a simple agent
first_agent = CustomizeAgent(
name="FirstAgent"”,
description="A simple agent that
prints 'hello world'",
prompt="Print 'hello world'",
llm_config=openai_config

)

# Execute the agent

message = first_agent ()

print (f"Response from {first_agent.name
}: {message.content.content}")

This approach showcases how a basic agent can
be constructed and executed with minimal configu-
ration in EvoAgentX.

A.2 Creating a Simple Workflow in
EvoAgentX

In EvoAgentX, workflows enable multiple agents
to collaborate sequentially on tasks. A basic se-
quential workflow involves defining tasks, each
with a name, description, input-output specifica-
tions, and a prompt. To create such a workflow,
the SequentialWorkFlowGraph class is used to
define and link tasks. An agent manager oversees
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the agents responsible for executing each task. The
workflow is executed by providing the necessary
inputs, and the results are collected as outputs.
The following code illustrates the process of cre-
ating and using a simple workflow in EvoAgentX,
where the workflow includes two tasks: "Planning,"
in which the agent creates a detailed implementa-
tion plan for a given problem, and "Coding," in
which the agent implements the solution based on
the plan. The workflow is then executed with a
specified problem, and the results are retrieved as
outputs, with the content of each task’s result ex-
tracted and displayed sequentially.
import os
from dotenv import load_dotenv
from evoagentx.workflow import
SequentialWorkFlowGraph
from evoagentx.agents import
AgentManager

from evoagentx.models
OpenAILLMConfig,

import
OpenAILLM

# Load environment variables

load_dotenv ()

OPENAI_API_KEY = os.getenv ("
OPENAI_API_KEY")

# Configure the LLM

llm_config = OpenAILLMConfig(model=

"gpt-40-mini"”, openai_key=0PENAI_API_KEY
, stream=True)

1Ilm = OpenAILLM(llm_config)

# Define tasks in the sequential

workflow
tasks = [
{
"name”: "Planning",

"description”: "Create a
detailed plan for code
generation”,

"inputs”": [{"name”: "problem”, "
type”: "str", "required”:
Truel}],

"outputs”: [{"name”: "plan", "
type”: "str", "required”:
Truel}],

"prompt”: "You are a software

architect. Create a detailed
implementation plan for the
given problem.\n\nProblem:
{problem}",
"parse_mode": "

n

str

"name”: "Coding",
"description”: "Implement the
code based on the plan”,

"inputs"”": [{"name”: "problem”, "
type”: "str", "required”:
Truel}],

"outputs”: [{"name”: "code", "
type": "str", "required”:
Truel}],

"prompt"”: "You are a developer.



Implement the code based on
the provided plan.\n\
nProblem: {problem}\

nImplementation Plan: {plan}

n

n "

’
"parse_mode": "str

]

# Create the sequential workflow graph

graph = SequentialWorkFlowGraph(goal=

"Generate code to solve programming
problems”, tasks=tasks)

# Initialize the agent manager and add
agents

agent_manager = AgentManager ()

agent_manager.add_agents_from_workflow

(graph, 1llm_config=1lm_config)

# Create the workflow instance
workflow = WorkFlow(graph=graph,

agent_manager=agent_manager, llm=11m
)
# Execute the workflow with inputs

output = workflow.execute(inputs={"
problem”: "Write a function to find
the longest palindromic substring in
a given string."})

print("Workflow completed!")

print("Workflow output:\n”, output)

This example demonstrates how a simple se-
quential workflow can be created and executed in
EvoAgentX, where agents collaborate in a defined
sequence to accomplish a task.

A.3 A Simple Example about using Optimizer
within EvoAgentX

In EvoAgentX, the AFlow optimizer optimizes
multi-agent workflows for tasks like code gener-
ation. To use the optimizer, the first step is con-
figuring the LLMs for both optimization and ex-
ecution, one for optimizing the workflow (e.g.,
Claude 3.5 Sonnet) and one for task execution
(e.g., GPT-40-mini). The task configuration speci-
fies operators (e.g., Custom, CustomCodeGenerate,
ScEnsemble), and the workflow is created using the
SequentialWorkFlowGraph class. The optimizer
is initialized with the paths to the workflow, LLM
configurations, and optimization parameters.

The following code demonstrates the process of
creating and using an AFlow (Zhang et al., 2024b)
optimizer in EvoAgentX, where the optimizer re-
fines a multi-agent workflow for code generation.
The optimizer is configured with specific settings,
including the selection of LLMs for both optimiza-
tion and execution. The process begins by config-
uring the optimizer_11m for optimizing the work-

flow and the executor_11m for executing the tasks.
The optimizer is run with a benchmark (e.g., the Hu-
manEval benchmark), and the results are retrieved
as outputs, with each optimization step and its cor-
responding result displayed sequentially.

import os

from dotenv import load_dotenv

from evoagentx.optimizers import
AFlowOptimizer

from evoagentx.models import
LiteLLMConfig, LitelLLM,
OpenAILLMConfig, OpenAILLM

from evoagentx.benchmark import
AFlowHumanEval

# Load environment variables

load_dotenv ()

OPENAI_API_KEY = os.getenv ("
OPENAI_API_KEY")

ANTHROPIC_API_KEY = os.getenv ("
ANTHROPIC_API_KEY")

# Configure LLMs

claude_config = LitelLLMConfig(model=

"anthropic/

claude -3-5-sonnet -20240620",
anthropic_key=ANTHROPIC_API_KEY)

optimizer_1lm = LiteLLM(configs=
claude_config)

openai_config = OpenAILLMConfig(model="
gpt-4o0-mini", openai_key=
OPENAI_API_KEY)

executor_l1lm = OpenAILLM(config=
openai_config)

# Initialize the benchmark
humaneval = AFlowHumanEval ()

# Set up the optimizer
optimizer = AFlowOptimizer (
graph_paths=
"examples/aflow/code_generation”, #
Path to the initial workflow
graph
optimized_path=
"examples/
aflow/humaneval/optimized”, # Path
to save optimized workflows

optimizer_llm=optimizer_1lm, # LLM
for optimization
executor_llm=executor_l1lm, # LLM

for execution
validation_rounds=3,
validation rounds
eval_rounds=3, # Number of
evaluation rounds
max_rounds=20, # Maximum
optimization rounds
task_config=
EXPERIMENTAL_CONFIG["humaneval"]l #
Task configuration

# Number of

)

# Optimize and test the workflow
optimizer.optimize (humaneval)
optimizer.test (humaneval)
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This illustrates how EvoAgentX dynamically op-
timizes workflows to improve performance through
multiple evaluation rounds.

A.4 Case study
A.4.1 AFlow for Workflow Optimization

In this task, we aim to enhance the efficiency and
effectiveness of multi-agent workflows for mathe-
matical problem-solving by optimizing workflows
using AFlow, as shown in the Example 1 and Ex-
ample 2.

The initial workflow used a basic agent con-
figuration to solve mathematical problems with a
simple prompt. After optimization with AFlow
within EvoAgentX, the workflow was significantly
enhanced by incorporating detailed problem anal-
ysis, Python code generation, and solution refine-
ment through an ensemble approach. The workflow
now involves multiple agents for problem analy-
sis, code generation, and solution refinement, im-
proving both accuracy and clarity. This optimiza-
tion results in a more comprehensive and precise
problem-solving process.

class Workflow:

def __init__(

self,

name: str,

I1lm_config: LLMConfig,

benchmark: Benchmark
VE

self.name = name

self.1lm = create_llm_instance(
1lm_config)

self.benchmark = benchmark
self.custom = operator.Custom(
self.11lm)

async def __call__(self, problem: str
)

nnn

Implementation of the workflow

nnn

solution = await self.custom(
input=problem, instruction =
prompt_custom.

SOLVE_MATH_PROBLEM_PROMPT)

return solution['response']

Example 1: The workflow before optimization.

SOLVE_MATH_PROBLEM_PROMPT = r"""
Given the math problem, its analysis,
and a Python code solution, provide
a detailed step-by-step solution.
Ensure your explanation is clear and
thorough. If the code solution is
relevant, incorporate its logic into
your explanation.
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Problem, and Code Solution:

nonon

Analysis,

FORMAT_ANSWER_PROMPT = r"""

Given the problem and its solution,
extract the final numerical answer
and format it in a box using LaTeX
notation \boxed{}. Ensure the answer

is accurate and properly formatted.

nnon

Problem and Solution:
class Workflow:

def __init__(

self,

name: str,

1lm_config: LLMConfig,

benchmark: Benchmark

DE

self.name = name

self.1llm = create_llm_instance(
1llm_config)

self.benchmark = benchmark

self.custom = operator.Custom(
self.11m)

self.programmer = operator.
Programmer (self.11lm)

self.sc_ensemble = operator.

ScEnsemble (self.11lm)

_call__(self, problem: str

async def

nonon

Implementation of the workflow
analysis = await self.programmer (
problem=problem, analysis="
Analyze the math problem and

provide a step-by-step
approach to solve it.")

code_solution = await self.
programmer (problem=problem,
analysis=f"Generate Python
code to solve this problem: {
problem}")

solutions = []
for _ in range(3):
solution = await self.custom(
input=problem + f"\
nAnalysis: {analysis['
output "'1}\nCode Solution:
{code_solution['output
"1}", instruction=
prompt_custom.
SOLVE_MATH_PROBLEM_PROMPT)
solutions.
append(solution[ 'response'])

best_solution = await self.
sc_ensemble(solutions=solutions,
problem=problem)

final_answer = await self.custom(
input=f"Problem: {problem}\



nSolution: {best_solution['

response ']1}", instruction=
prompt_custom.

FORMAT_ANSWER_PROMPT)

return final_answer['response']

Example 2: The workflow after AFlow optimization.

A.4.2 TextGrad for Prompt Optimization

In this task, we aim to improve the efficiency and
effectiveness of multi-agent workflows for math-
ematical problem-solving by optimizing prompts
using TextGrad, as demonstrated in Example 5 and
Example 6.

The initial prompt employed a minimalistic in-
struction, directing the agent to solve mathemat-
ical problems by simply providing the final an-
swer in a boxed format. Following optimization
with TextGrad within EvoAgentX, the prompt was
substantially refined to support a structured, step-
by-step reasoning process. The enhanced prompt
guides the agent to assess problem complexity, ap-
ply appropriate mathematical principles, and gener-
ate executable Python code. It further emphasizes
logical coherence, justification of each solution
step, and the use of explanatory transitions to en-
hance interpretability. These improvements lead to
increased solution accuracy and significantly im-
prove the clarity and transparency of the reasoning
process.

Answer the math question. The answer
should be in box format, e.g., \\
boxed{{123}}\n

nnn

Example 3: The prompt before optimization.

nnn

Begin by assessing the complexity of the

math problem to determine the
appropriate level of detail required

For complex problems, provide a
brief introduction to set the
context and explain the relevance of
key mathematical concepts. For
simpler problems, focus on
delivering a direct and concise
solution.

Identify and apply relevant mathematical
properties or theorems that can
simplify the problem-solving process
, such as the arithmetic sequence
property. Prioritize methods that
offer a concise and efficient
solution, minimizing unnecessary
steps while maintaining clarity.

Solve the problem using the most direct
and appropriate mathematical
methodologies, ensuring each
calculation step is accurate.
Clearly explain the reasoning behind

each step, enhancing understanding
by providing brief explanations of
why specific mathematical properties
or methods are applicable.

Maintain a smooth and coherent logical
flow throughout the solution, using
transitional phrases to connect
different parts of the problem-
solving process. Where applicable,
compare alternative methods to solve

the problem, discussing the
benefits of each approach to provide
a comprehensive understanding.

Encourage the use of visual aids, such
as diagrams or charts, to illustrate
complex concepts and enhance
comprehension when necessary.
Explicitly state and verify any
assumptions made during the problem-
solving process, clarifying why
certain methodologies are chosen.

Conclude with a verification step to
confirm the solution's correctness,
and present the final answer in a
consistent format, such as \\boxed{{
answer }}. Ensure that the final
expression is in its simplest form
and that all calculations are
accurate and justified.

Problem: <input>{problem}</input>

nonn

Example 4: The prompt after TextGrad optimization.

A4.3 MIPRO for Prompt Optimization

In this task, we aim to improve the efficiency and
effectiveness of multi-agent workflows for math-
ematical problem-solving by optimizing prompts
using MIPRO, as demonstrated in Example 5 and
Example 6.

The initial prompt was designed to provide a
mathematical solution in a simple boxed format,
without elaborating on the solution steps or offer-
ing detailed explanations. Following optimization
with MIPRO within EvoAgentX, the prompt was
significantly improved to guide the agent through a
comprehensive, step-by-step solution process. The
enhanced prompt now incorporates intermediate
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steps, clear explanations of relevant mathemati-
cal concepts, and a thorough breakdown of the
problem-solving approach. Each step is carefully
articulated, ensuring a deeper understanding of the
solution. This optimization not only improves the
accuracy of the solution but also enhances the clar-
ity and transparency of the reasoning process.

nnn

Answer the math question. The answer
should be in box format, e.g., \\
boxed{{123}}\n

nnn

Example 5: The prompt before optimization.

nnn

Please solve the following math problem,
providing a detailed and clear
solution process for better
understanding. Ensure that the final
answer is presented in a boxed
format, according to the LaTeX
convention (e.g., \(\boxed{{1233}}\))

Make sure to include any necessary
intermediate steps, calculations, or
explanations that lead you to the
final answer.

**Problem:*x {problem}

Examples:

1. Problem: The function $f(x)$
satisfies\n\\[f(x + y) = f(x) + f(y)
+ 2xy\\1for all real numbers $x$
and $y.$ If $f(1) = 4,$ then find
$(8).%

Output:

Setting $x = y,$ we get

[f(2x) = 2f(x) + 2x*2.]1Then

\begin{alignx}

f(2) &= 2f(1) + 2 \cdot 1%2 = 10,

f(4) &= 2f(2) + 2 \cdot 2*2 = 28,

f(8) &= 2f(4) + 2 \cdot 4”2 = \boxed
{88}.

\end{align=*}

2. Problem: The product $ab = 1200%, $a$

is an integer, and $b$ is an odd

integer. What is the largest

possible value of $b$?

OQutput:

Factoring out the highest power of 2
from 1200, we find that $1200=2"4\
cdot75%. Therefore, the largest
possible value of $b$ is $\boxed{75}
$.

3. Problem: What is the product (in base
10) of the first and last digits of
the base-6 representation of $682_

{10}%?
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OQutput:
We begin by converting $682_{10}$ into
base-6. We see that $673=216% is the
largest power of 6 that is less
than 682, and that $3\cdot216=648%
is the largest multiple of 216 that
is less than 682. This leaves us
with a remainder of $682-648=34%,
which we can express as $5\cdot6
*1+4\cdot6"0%$. So, $682_{10}=3\cdot6
*3+0\cdot6 "2+
5\cdot{6"1}+4\cdot6*0=3054_6%. The first
and last digits are 3 and 4,
respectively, making the product of
the two equal to $\boxed{12}$%.

4. Problem:
_9%.

OQutput:

$817_9 - 145_9 - 266_9 = 817_9 - (145_9
+ 266_9) = 817_9 - 422_9 = \boxed
{385_9}%.

Compute $817_9 - 145_9 - 266
Express your answer in base 9.

nonn

Example 6: The prompt after MIPRO optimization.



