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Abstract

LLM-based translation agents have achieved
highly human-like translation results and are
capable of handling longer and more complex
contexts with greater efficiency. However, they
are typically limited to text-only inputs. In
this paper, we introduce ViDove, a transla-
tion agent system designed for multimodal in-
put. Inspired by the workflow of human trans-
lators, ViDove leverages visual and contex-
tual background information to enhance the
translation process. Additionally, we integrate
a multimodal memory system and long-short
term memory modules enriched with domain-
specific knowledge, enabling the agent to per-
form more accurately and adaptively in real-
world scenarios. As a result, ViDove achieves
significantly higher translation quality in both
subtitle generation and general translation tasks,
with a 28% improvement in BLEU scores and
a 15% improvement in SubER compared to
previous state-of-the-art baselines. Moreover,
we introduce DoveBench, a new benchmark
for long-form automatic video subtitling and
translation, featuring 17 hours of high-quality,
human-annotated data. Our project is shown at
https://github.com/pigeonai-org/ViDove.

1 Introduction

Recent advances in Large Language Models
(LLMs) have demonstrated remarkable capabili-
ties in Machine Translation (MT) tasks (Robin-
son et al., 2023; Gao et al., 2023a; Xu et al.,
2024a; Zhu et al., 2024). The integration of au-
tonomous agent frameworks with LLM-based MT
has shown promising results in enhancing transla-
tion capabilities, pushing modern translation sys-
tems closer to human-level professional perfor-
mance (Wu et al., 2024a; Wang et al., 2025a; Guo
et al., 2024a; Peter et al., 2024). Through the incor-
poration of long-short memory system and multi-
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agent strategies, these approaches have achieved
significant improvements in both translation quality
and efficiency, enabling LLM-based MT to handle
document-level translation effectively (Wang et al.,
2025a).

Professional human translators often rely on
more than just text to ensure accurate translations.
For example, in a cooking video, “fold” could mean
combining ingredients or folding a napkin—visual
cues like stirring motions and ingredients clarify
meaning, while audio tone and emphasis convey
intent and emotion (Sulubacak et al., 2019; Shen
et al., 2024; et al., 2025). While some Multimodal
Machine Translation(MMT) studies incorporate
limited visual or audio inputs, they typically can-
not handle document-level translation or take en-
tire video as input(Lu et al., 2025; Lv et al., 2025).
However, most existing LLM-based MT systems
focus solely on textual input, missing out on these
valuable contextual signals.

To close the gap between LLM-based translation
and professional human performance, we present
ViDove, a multimodal translation agent that inte-
grates visual, audio, and textual inputs. Built on
Retrieval-Augmented Generation (RAG)(Arslan
et al., 2024; Abootorabi et al., 2025; Zhai,
2024) and recent Multimodal LLMs(MLLMs) ad-
vances(Lu et al., 2024a; Xu et al., 2025; Lu et al.,
2024b; Chu et al., 2024), ViDove uses a memory
system for domain-specific knowledge, multimodal
context, and instruction customization (Long et al.,
2024; Ding et al., 2024). Specialized agents han-
dle these inputs to produce more accurate, human-
like translations and subtitles. ViDove achieves
state-of-the-art results, with a 28% BLEU and 15%
SubER improvement over baselines. We also in-
troduce DoveBench, a video automatic subtitling
and translation benchmark with 17 hours of high-
quality human-annotated subtitles to support future
research.

The key innovations of our work include:
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Figure 1: Architecture of the ViDove Translation Agents System. The system consists of five modules: (i)
Vision Agent L∗ and (ii) Auditory Agent S extract multimodal cues; (iii) Translation Agent L utilizes memory
M = {Ms,Ml} for context-aware translation; (iv) a multi-agent post-editing module refines the output via
collaboration; (v) Output Render generates final subtitles and video.

• Multimodal Multi-Agent Collaboration. A
modular translation agent system that sim-
ulates human translator workflows by inte-
grating audio, visual, and textual modalities
through specialized agents and their interac-
tions, achieving performance comparable to
or better than existing baseline systems.

• Memory-Augmented Reasoning. A long-
short term memory system for managing mul-
timodal and domain-specific knowledge dur-
ing translation.

• DoveBench. A long-form video automatic
subtitling and translation benchmark that re-
flects real-world subtitling challenges.

2 Related Works

ViDove is a multimodal translation agent frame-
work that enables cooperative translation through
multimodal grounding and memory-guided reason-
ing. Our work builds on two main areas: mul-
timodal machine translation systems and multi-
agent, whose integration remains underexplored.
Machine Translation: Traditional MT sys-
tems (Wu et al., 2016; Team and et al., 2022) per-
form well at the sentence level but struggle with
limited contextual cues, particularly in multimodal
scenarios. To address this, prior studies (Li et al.,

2022; Zuo et al., 2023; Lin et al., 2020; Lan et al.,
2023) have introduced visual grounding, yet re-
main constrained to sentence-level tasks with lim-
ited context handling. LLM-based MT (Robinson
et al., 2023; Hendy et al., 2023; He et al., 2024; Jiao
et al., 2023) achieves strong performance by lever-
aging longer context, but typically treats LLMs as
black-box translators rather than reasoning agents
with human-like interpretive capabilities.

RAG for Machine Translation: Recent studies
have increasingly leveraged RAG to enhance MT.
Some works applied RAG to improve the quality
and cultural grounding of MT by utilizing diverse
retrieval pipelines, knowledge graphs, and multi-
task fine-tuning setups (Bouthors et al., 2024; Co-
nia et al., 2024; Wang et al., 2024; Anonymous,
2024). Concurrently, other works have specifically
addressed low-resource languages, showing signifi-
cant gains by augmenting prompts with retrieved
bilingual dictionaries and example sentences (Merx
et al., 2024; Chang et al., 2025). ViDove effectively
combines the strengths of these approaches by ar-
chitecting a multi-agent system where RAG serves
as the core information storage and exchange pro-
tocol.

Multi-Agent Systems and Translation Agent:
Recent work on multi-agent LLM systems (Li et al.,
2023a; Hu et al., 2021; Guo et al., 2024b; Cheng
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et al., 2024; Li et al., 2023c; Ma et al., 2024;
Wang et al., 2023; Xu et al., 2024b) shows that
dividing complex tasks among specialized agents
with distinct roles enhances reasoning and decision-
making. These agents collaborate through struc-
tured coordination, often leveraging tools (Li et al.,
2023b; Ruan et al., 2023; Wu et al., 2023) and
memory systems (Ding et al., 2023; Singhal et al.,
2023a,b) to maintain context and task knowledge.

This paradigm has recently been explored in ma-
chine translation. For example, TransAgents (Wu
et al., 2024a) improves translation quality through
multi-agent critique, where agents evaluate and
refine each other’s outputs. DelTA (Wang et al.,
2025b) ensures document-level consistency using
memory modules. Both approaches enhance trans-
lation quality in domain-specific or long-form sce-
narios.

However, these existing approaches remain con-
fined to the textual modality and overlook the poten-
tial of MLLMs (Lu et al., 2024a; Xu et al., 2025;
Chu et al., 2024) in enhancing translation qual-
ity. To bridge this gap and bring machine transla-
tion closer to human-like performance, we propose
ViDove, a novel framework that leverages recent
advances in both LLM-based agent systems and
MLLMs.

3 ViDove

In this section, we first introduce the characteristics
of long-form video subtitle generation and transla-
tion, then describe each agent in Fig. 1 in detail.

3.1 Preliminary

For clarity, we define our primary notation as fol-
lows: V denotes the input video, L is the translator
Agent, L∗ represents the visual agent, and S signi-
fies the auditory agent. Long-short term memory
modules are represented byM = {Ms,Ml}, cap-
turing both short-term and long-term contexts. The
prompt list P contains guiding prompts for analy-
sis tasks. Video chunks are represented by Ci, each
consisting of visual (Vi) and audio (Ai) compo-
nents. Transcripts are denoted by Ti, with trans-
lated transcripts represented by T ∗

i . The pipeline
framework can be formulated as algorithm 1.

3.2 Long-form Video Automatic Subtitling

Long-form(>10min) video automatic subtitling re-
quires the system to process a video V , which in-
cludes a synchronized audio stream A. Unlike

Algorithm 1 ViDove
Require: Input video V , Multi-agent translation

agent L as in Algorithm 2, Visual Agent L∗, au-
ditory agent S, Long-short term memoryM =
{Ms,Ml}, prompt list P

Ensure: Translated video, original and translated
transcript tuple (V ∗, T ∗, T )
Initialize:Ms ← ∅,Ml ← Knowledge Base ▷
Initialize memory modules
{(Vi,Ai)}ki=1 ← C(V) ▷ Chunk decomposition
for each chunk (Vi,Ai) ∈ C do

(Ms
v, cuev) ←

L∗(Vi,Ms
v,Ml

domain, panalysis), panalysis ∈
P ▷ Update visual cues and short-term memory

cuea ← S(Ai)
Ti ← (cuea, cuev)
(T ∗

i ,Ms
history)← L(Ti,M, ptranslation)

end for
T ∗, T ← Multi-agentPostProcess(T ∗, T,M, ppr)
▷ Final post-processing of translations
return (V ∗, T ∗, T )

typical sentence-level translation, this task oper-
ates at the document level and demands precise
alignment of translated subtitles with the corre-
sponding timestamps. Moreover, in contrast to
standard document-level MT, the input does not
contain any original text. Instead, the system must
first perceive the video by “listening” to the au-
dio—and, when necessary, “observing” the visual
content—to transcribe the source language before
translating it. These multimodal and multi-stage
requirements—speech recognition, visual ground-
ing, and context-aware translation—make the task
considerably more complex than traditional MT,
multimodal MT, or document-level MT (DocMT).
Addressing this challenge calls for a holistic, agent-
based approach capable of perception, reasoning,
and translation.

3.3 Auditory Agent

In this section, we describe the workflow of Vi-
Dove’s auditory agent, which provides audio-based
contextual information and enriched transcriptions
to support the Translation Agent.
Step 1: Chunk Splitting and Timestamp Ex-
traction. We use Pyannote (Plaquet and Bredin,
2023a) to segment the input video V into k chunks,
C, based on speaker activity. Each chunk Ci con-
tains a corresponding set of video frames Vi and an
audio sequence Ai.
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Step 2: Auditory Information Extraction. Vi-
Dove integrates SOTA single-task models to extract
key auditory features: speech transcription (Rad-
ford et al., 2022), background audio event de-
tection (Chen et al., 2024, 2022), and speaker
emotion recognition (Ma et al., 2023). In addi-
tion to these, we incorporate recent Speech Lan-
guage Models(SpeechLMs) (Tang et al., 2024; Chu
et al., 2024), which offer a unified approach for
extracting rich audio cues. For each chunk, the
extracted auditory information, denoted as cuea,
is stored in the multimodal contextual memory
Ms

a ∈Ms
multimodal to support downstream trans-

lation.
Step 3: Audio Transcription and Timestamp
Refinement. ViDove’s auditory agent uses either a
SpeechLM or an ASR model to transcribe the audio
sequenceAi, leveraging the multimodal contextual
memory [Ms

a,Ms
v] ∈ Ms

multimodal. This fusion
enables enhanced transcription through keyword
injection and agent-based reasoning.

3.4 Vision Agent
ViDove implements a visual agent to gather infor-
mative visual cues from video input V . These cues
are used to enhance speech recognition (Lu et al.,
2024a; Wu et al., 2024b) and are passed through
a memory system to support more sophisticated
sentence comprehension. This visual cue allows
the agent to resolve textually ambiguousness and
accurately interpret domain-specific terminology
during translation. The ViDove system is designed
to be model-agnostic and supports multiple vision-
language backends, offering deployment flexibility
across local and remote environments.

The pipeline is designed to process pre-
segmented video chunks

V = {V0,V1, ...,Vk}, k = |V |
, from which key frames are extracted to represent
salient visual moments. These frames are then
analyzed by the selected vision-language model
L∗, providing a high-level semantic understanding
cuev of the visual context.

cuev = L∗(vi,Ms
vision,M

l
domain, panalysis)

WhereM is multi-modal memory for ViDove sys-
tem.

3.5 Memory system
ViDove’s memory system, denoted as M =
{Ms,Ml}, is implemented using LLaMA-

Index(Liu, 2022). This memory system stores and
organizes multimodal information, enabling the
system to deliver contextually informed and con-
sistent translations.

3.5.1 Short-term Memory (Ms)
The short-term memory (Ms) is tailored to the
current video translation task. It holds information
specific to each video chunk (Ci), which includes
visual (Vi) and audio (Ai) components. Its contents
include:
Translation History: Records of prior translations
within the same video, ensuring consistency in
terminology and phrasing across transcripts (e.g.,
from Ti to T ∗

i ).
Visual Cues: Contextual data extracted from Vi,
such as scene descriptions or objects, that helps to
disambiguate textual content.
Audio Cues: Auditory information extracted from
Ai, denoted as cuea, including transcriptions and
other speaker information, stored in the multimodal
contextual memoryMs

a ∈Ms
multimodal.

This component provides immediate context,
supporting accurate and coherent translations
within a single video.

3.5.2 Long-term Memory (Ml)
The long-term memory (Ml) is designed for adapt-
ability across multiple translation tasks. It accumu-
lates knowledge over time, storing:
Domain Knowledge: This type of knowledge cap-
tures specialized community language to ensure
accurate video translations for a diverse, multilin-
gual audience.
Web Knowledge: General information sourced
from the web, implemented by Tavily(Tavily AI,
2025), offering broader context.

This component enhances ViDove’s flexibility,
enabling it to handle diverse domains and improve
performance over time. The memory system acts
as a centralized repository, providing essential in-
formation that supports the translation process by
ensuring consistency and contextual relevance.

3.6 Multi-agent Translation

ViDove’s translation process relies on a multi-
agent system featuring three specialized agents—
Translator, Proofreader, and Editor—that work to-
gether to produce high-quality subtitle translations.
These agents collaborate by accessing the unified
memory systemM = {Ms,Ml}, ensuring con-
sistency and context throughout the workflow.
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DoveBench BigVideo

BLEU(↑) BLEURT(↑) SubER(↓) SubSONAR(↑) BLEU(↑) sCOMET(↑)
Gemini-2.5-Flash 8.11 17.21 103.46 0.31 26.43 0.75

Qwen-2.5-Omni 14.60 13.83 108.94 0.39 10.67 0.58

VideoCaptioner 12.65 14.62 85.75 0.41 30.36 0.75
Whisper + DelTA 18.26 12.30 86.83 0.28 29.09 0.69
ViDove 23.51 19.55 73.38 0.39 26.05 0.73

Table 1: ViDove compared with different baseline system on DoveBench and BigVideo.

Agents and Their Roles

Translator Agent (Lt): This agent generates the
initial translation (T ∗

i ). To achieve this, it interacts
with the memory system by retrieving translation
history and visual cues from short-term memory
(Ms) to maintain intra-video consistency, while
simultaneously drawing upon domain knowledge
from long-term memory (Ml) to ensure domain-
specific accuracy and stylistic alignment from the
outset.

Proofreader Agent (Lpr): Proofreader agent fo-
cuses on refining the initial translation by cor-
recting grammar, style, and terminology. It inter-
acts with memory by accessing domain knowledge
from long-term memory (Ml) to ensure linguis-
tic precision and adherence to specialized termi-
nology, while referencing the translation history
in short-term memory (Ms) to maintain consis-
tency with prior segments. The proofreader agent
generates revision suggestions for the editor agent,
which makes the final decision on whether to ap-
ply them. A sample interaction log is provided in
Appendix A.1.1.

Editor Agent (Led): The editor agent performs the
final quality check and applies necessary modifi-
cations to ensure the translation quality with the
full modality context. It receives suggestions from
the proofreader agent and decides whether to adopt
them. It also accepts user instructions, enabling
more free-form and practical interactions between
the user and agents. To verify contextual accuracy,
the editor agent leverages the memory system by
retrieving visual cues, audio cues, and translation
history from the short-term memory (Ms). It also
queries web knowledge from the long-term mem-
ory (Ml) to incorporate broader external context
and ensure logical consistency.

4 DoveBench

To the best of our knowledge, there is currently
no standardized open-sourced benchmark for long-
form video automatic subtitling (Sec 3.2). To ad-
dress this gap, we introduce DoveBench, an open-
source benchmark designed specifically for this
task. DoveBench contains approximately 17 hours
of video data, each annotated with Chinese (ZH)
subtitles translated by professional translators. The
average video length is around 20 minutes, reflect-
ing typical durations found in real-world scenarios.
Detailed statistics of DoveBench are provided in
Appendix B.

5 Experiments

In this section, we first describe the evaluation
datasets, baseline systems, metrics, and ViDove’s
configuration. We then present and analyze experi-
ment results.

5.1 Datasets and Metrics
We evaluate long-form video automatic subtitling
on DoveBench and MMT on BigVideo (Kang
et al., 2023). To assess translation quality, we
use BLEU (Freitag et al., 2020), BLEURT (Sel-
lam et al., 2020), and sCOMET (Rei et al.,
2020). For subtitle quality—capturing both trans-
lation accuracy and timestamp alignment—we
adopt SubER (Wilken et al., 2022) and Sub-
SONAR (Gaido et al., 2024), specifically for evalu-
ating on DoveBench.

5.2 Baselines and ViDove Configuration
We compare ViDove against four baseline systems.
Gemini-2.5-flash (Google DeepMind and Google
Research, 2025) serves as a proprietary baseline,
and Qwen-2.5-Omni (Xu et al., 2025) represents
an open-source alternative. Both models are sin-
gle MLLMs capable of processing video input
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and generating subtitle (SRT) output through care-
fully designed prompts. For system-level baselines,
we include VideoCaptioner (Weifeng2333, 2024),
an open-source cascaded pipeline for video subti-
tling, and DelTA (Wang et al., 2025a), a state-of-
the-art text-based translation agent. Since DelTA
does not support audio or video input natively, we
use whisper-large-v3 (Radford et al., 2022) to
first transcribe the audio for the system. For Vi-
Dove, we use Gemini-2.5-flash (Google DeepMind
and Google Research, 2025) as the auditory agent,
while all other agents are powered by GPT-4o (Ope-
nAI, 2024). Note that neither the baseline models
nor ViDove undergo any additional fine-tuning dur-
ing the experiments. Detailed prompts for the base-
line models and ViDove are provided in Appendix
C.1, C.2 and A.3.

5.3 Experiment Results
Table 1 presents the evaluation results of ViDove
and baseline systems on both DoveBench and
BigVideo.

On DoveBench, ViDove consistently outper-
forms all baselines across all metrics, achieving the
highest BLEU (23.51), BLEURT (19.55), and the
lowest SubER (73.38). Compared to the strongest
baseline, Whisper + DelTA, ViDove improves
BLEU by 28.8%, BLEURT by 58.9%, and re-
duces SubER by 15.5%. These results indicate
that ViDove not only produces more accurate trans-
lations but also aligns subtitles more precisely in
time. However, despite ViDove’s leading perfor-
mance, the absolute scores—especially BLEU and
SubER—remain relatively modest. This highlights
the intrinsic difficulty of long-form video automatic
subtitling. To date, no existing system has achieved
fully satisfactory results on this task, underscoring
its complexity and open research nature.

In contrast, Gemini-2.5-flash and Qwen-2.5-
Omni perform poorly on DoveBench, with high
SubER values (103.46 and 108.94, respectively)
and low BLEU scores. Although we carefully en-
gineered prompts and applied post-processing to
ensure fair evaluation, these single-model MLLMs
struggle on long-form inputs. Their limited
instruction-following capability, combined with a
tendency to hallucinate or ignore constraints as
input length increases, leads to misaligned, incom-
plete, or off-topic subtitles—even when the task is
clearly specified.

On BigVideo, which focuses on sentence-level
MMT, ViDove remains competitive. While it is

Model BLEU (↑) SubER (↓) BLEURT (↑)

ViDove (full) 15.84 76.26 17.11
w/o domain memory 14.86 77.31 17.84
w/o domain memory & vision 14.56 77.55 17.50
w/o Proofreader 13.56 80.76 16.93

Table 2: Ablation study of ViDove under single-column
setting.

not specifically optimized for short-form transla-
tion tasks, it achieves BLEU (26.05) and sCOMET
(0.73) scores close to the best-performing models,
such as Gemini-2.5-flash and VideoCaptioner. This
demonstrates ViDove’s generalizability and robust-
ness.

5.4 Ablation Study
To assess the contribution of different components
in ViDove, we conduct an ablation study by re-
moving modules. Our ablation study is conducted
on a subset of DoveBench’s StarCraft 2 Cate-
gory. As shown in Table 2, removing the domain
memory significantly reduces BLEU and SubER
scores, though BLEURT slightly improves—likely
due to more generic paraphrasing. Excluding the
proofreader agent causes the sharpest quality drop,
highlighting its role in correction and consistency.
While the visual module has limited impact on
BLEU or BLEURT, it helps the editor correct
entity-level terms (e.g., names and objects), improv-
ing factual accuracy and user experience beyond
what metrics capture.

6 Conclusion

In this work, we introduced ViDove, a multimodal
translation agent system for long-form video in-
puts. Our model outperforms the strongest existing
baselines by up to 28.8% in BLEU and 15.5% in
SubER, demonstrating significant improvements
in both translation accuracy and subtitle alignment.
We also release a new benchmark for the challeng-
ing task of long-form video automatic subtitling.
Compared to prior work, ViDove offers a more
practical and scalable solution for video automatic
subtitling and translation.
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A ViDove Details

A.1 Multi-agent Translation System

Auditory Agent
SpeechLM

SALMONN (Tang et al., 2024),
Gemini-2.5-flash (Google DeepMind and Google Research, 2025)

Qwen2-Audio (Chu et al., 2024), Qwen-2.5-Omni (Xu et al., 2025),

ASR
Whisper-series (Radford et al., 2022)

Paraformer(Gao et al., 2023b)

Others
Emo2Vec(Xu et al., 2018),

BEATs(Chen et al., 2022), EATs(Chen et al., 2024) CLAP(Wu et al., 2024c)
Pyannote(Plaquet and Bredin, 2023b)

Visual Agent
VLMs

GPT4-o(OpenAI, 2024),
Qwen2.5-VL(Bai et al., 2025)

Others
CLIP(et al., 2021), SigCLIP(Zhai et al., 2023),

SegAnything(Kirillov et al., 2023)

Translation Agent & Post-editing Team
LLMs GPT-series(OpenAI, 2024), LLaMA-series(et al., 2024), Qwen-series(Qwen et al., 2025)

Others Google-translate(Google, 2024), NLLB(Team and et al., 2022)

Memory System
Web Tavily(Tavily AI, 2025)

Local Llama-index(Liu, 2022)

Other Tools - FFmpeg(Tomar, 2006)

Evaluation Metrics -
BLEU (Freitag et al., 2020), COMET (Rei et al., 2020), BLEURT (Sellam et al., 2020),

SubER (Wilken et al., 2022), SubSONAR (Sulubacak et al., 2019)

Table 3: Base models and tools used in ViDove

Algorithm 3 Multi-agent Translation Pipeline

Require: Transcript chunk Ti, MemoryM = {Ms,Ml}, LLM Translator Lt, Proofreader Lpr, Editor
Led

Ensure: Translated transcript chunk T ∗
i , updated short-term memoryMs

history, and translation prompt
ptranslation
translation_historyi,i−5 ← retrieve(Ms

history, Ti)
contexti ← retrieve(Ms

context)
domain_guide← query(Ml

domain, Ti)
ptranslation ← (ptranslation, contexti, domain_guide)
T ∗
i ← Lt(Ti, ptranslation)

T ∗
i,pr ← Lpr(T ∗

i ,Ms,Ml) ▷ Proofreader checks grammar, style, terminology
T ∗
i,ed ← Led(T ∗

i,pr,Ms,Ml) ▷ Editor ensures logical and contextual consistency
Ms

history ← (Ms, Ti, T
∗
i,ed)

return (T ∗
i,ed,Ms

history)
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A.1.1 Proofreader Agent

To further demonstrate the role of the proofreader agent in our pipeline, we present a series of log
messages captured during a real session. The proofreader monitors intermediate translations and provides
suggestions to correct terminology, sentence structure, and domain-specific references. We have provided
examples(4) illustrating its intervention.

[Segment 130] PASS

[Segment 131] The term "pilum" in the source text seems to be a mistake or unclear.

It might be intended to refer to "pylon" based on the term context provided.

Consider verifying this with the editor.

[Segment 132] The translation of "sporter" as "孢子" is incorrect.

Based on the term context, "sporter" might be a misinterpretation of "spore crawler,"

which should be translated as "孢子爬虫."

Verify with the editor if "sporter" is indeed meant to be "spore crawler."

[Segment 133] The translation is missing a verb or context to make it a complete sentence.

Consider adding context or a verb to improve fluency, such as

"显然现在是Nagra的时刻，伙计。"

[Segment 134] The translation of "Spire" as "空军基地" is incorrect.

According to the term context, "Spire" should be translated as "飞龙塔."

Adjust the translation to reflect this terminology.

Table 4: proofreader log

The proofreader agent checks both the source and the translation, considering context information,
which allows it to identify potential misinterpretations and suggest targeted corrections. In the above use
case, it successfully detects anomalies in Segments 131 and 132. Segment 134 also showcases its ability
to correct common terminology errors based on domain knowledge.

A.2 ViDove Demo Page

Figure 2: User interface of ViDove
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A.3 Prompt for ViDove Agents

ViDove Translator Agent

“ You are a professional translator. your job is to translate texts in domain of {domain} from {source language} to
{target language}
you will be provided with a segment in source language parsed by line, where your translation text should keep the
original meaning and the number of lines.
Keep every \n in the translated text in the corresponding place, and make sure to keep the same number of lines in the
translated text.
You must break the translated sentence into multiple lines accordingly if original text breaks a complete sentence into
different lines.
You should only output the translated text line by line without any other notation.
You current task is to translate the script in the domain of {domain} from {source language} to {target language}
Here are some supporting information including previous translation history, context documenting, supporting documents
from internet and video clips description that might help you translate the text. Please refer to them if necessary. Previous
translation history: \n
{Translation Histories}
if you detect any word is in the following context, please use it as a reference for current translation
{Context documents retrieved from knowledge base}
Here are some supporting documents that might help you translate the text, refer to them if necessary.:
{ supporting documents from web search }
Here are some descriptions of video clips that might help you translate the text, refer to them if necessary. :
{video clips descriptions}
Now please translate the following text from {source language} to {target language}
{text to be translated}
Your translation: ”

ViDove Editor Agent

“ You are an Editor ensuring overall translation quality and coherence, aligning the translation with the original video
content in domain {domain}, you must ensure the term and style are aligned with the domain’s language.
Segment index: {idx} Source text: {source}
Translated text: {translation}
Here is a provided suggestion for each segment, which may or may not useful for your revision, you may use
the suggestion only if necessary (for example, term correctness). Note that the suggestion may not be accurate, the
proofreader has less information comparing to you, so you need to double check before making revision. The proofreader
may return "UNCLEAR" if they are not sure about the translation, they will specify the location and you need to check
with other information provided to you to solve for unclear. If there is no suggestions, you may ignore this part, but still
check with other modality context and long-term memory for correctness and coherence. Suggestion:
{suggestion if suggestion else "No suggestion provided."}
Your edit will also follow the following instruction if provided: User instruction: {user instruction if user introduction
else "No user instruction provided."}
— Multimodal Context (Short-Term Memory) — Visual cues: You may use visual cues from the video to improve
translation or make corrections, the source text might not be accurate, you need to check with the video context if
provided: {visual context}
Audio cues: {audio context}
Translation context: You will be provided with the previous and next 5 segments’ translations, which may help you
understand the context and make corrections: Previous translation history (up to 5 segments): {Previous translation
history} Past translation history (up to 5 segments): {Past translation history}
— Long-Term Memory — Long-term memory provides broader context and domain-specific knowledge, you may use it
to improve translation or make corrections: {long term memory}
Notice: 1. Corrections or adjustments to better align text with the video context. 2. Suggestions for improving coherence
across segments. 3. Logical consistency and any broader context adjustments. 4. Ensure the translation is accurate and
aligned with the domain {domain}. 5. Ensure translation is smooth and fluent across segments. 6. To ensure the fluency
in {target language}, you do not have to ensure translation be word by word accurate, but be sure to convey the same
information.
— Important — Directly return the revised content only. ”
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ViDove Proofreader Agent

“ You are a translation proofreader. Below are {number of segments} subtitle segments. Some are full sentences, some
are fragments. Give **specific advice** for each one, but do not treat each segment separately you need information
across segment.
Return suggestions in this format: Segment 0: [your comment here] Segment 1: [your comment here] ...
DO NOT return JSON. DO NOT rewrite the translation. Just return suggestion texts.
— {segments}
**Short-term memory:** {short term memory}
**Term context:** {local context}
**Web memory context:** {web search context}
Focus on: 1. Translation accuracy while sticking to domain {domain} (missing or incorrect meanings) 2. Fluency
(grammar, spelling, repetition. Only if it affects understanding) and ensure the translation is smooth and fluent across
segments. 3. Terminology (Use term context to edit idioms, ensure every sentence is translated into domain-specific
language) 4. If you have no suggestions, return "PASS" for that segment. 5. Source text isn’t 100% accurate. If you
have doubt about the source text, return "UNCLEAR" and specify the location, editor will check the issue. 6. Only
make suggestions if you believe revision is necessary. ”

A.4 Translation Sample

Figure 3: Vidove Video Cues Summarization for Translation Sample: The image portrays a surreal and dramatic
illustration featuring a large, exaggerated face of a bearded man on the left, expressing concern or thoughtfulness.
On the right, a dark, patterned background showcases large white flames, with small skeletal figures interacting with
them in the foreground. The scene is rendered in a monochromatic color scheme.

ORIGINAL TEXT What happens when the
devil walks among us?

GROUND TRUTH 若魔鬼化身凡人混迹
其中，世界会变成什么
样?

VIDOVE 当魔鬼行走在人间时会
发生什么？

VIDEOCAPTIONER 当魔鬼在我们中间行走
会发生什么?

Table 5: Case study for translation quality. Blue highlights translation deviations to VIDOVE, and red highlights
deviations to VIDEOCAPTIONER.

241



B DoveBench

B.1 DoveBench Stats

DoveBench is a benchmark dataset designed to evaluate video translation and subtitling models. It
contains a total of 50 videos, amounting to 17.23 hours of content and featuring 16,968 subtitle entries.
The dataset’s total text includes 189,157 words.

The dataset is composed of two distinct categories sourced from fan sub groups:

• CS: This category includes 23 Counter-Strike related videos from the "fazeclan galaxy archive" fan
sub group. The videos in this section have an average duration of approximately 13 minutes (777.7
seconds).

• SC2: This category consists of 27 videos in the StarCraft 2 domain from the "StarPigeon Fan sub
group". These videos are generally longer, with an average duration of over 27 minutes (1635.3
seconds).

A key feature of DoveBench is the inclusion of detailed ground truth, which is essential for evaluation.
We provide human-annotated ground-truth subtitles for all videos. The dataset’s comprehensive statistics
on character counts, word counts, duration, and subtitle distribution make it a valuable resource for
assessing the performance of video translation systems.

Category Statistics Overall Dataset Statistics
Statistic CS SC2 Statistic Overall

NUMBER OF VIDEOS 50
NUMBER OF VIDEOS 23 27 TOTAL DURATION 17.23 hours

AVERAGE DURATION 20.68 minutes
TOTAL DURATION 4.97 h (298.1 min) 12.27 h (735.9 min) TOTAL SUBTITLE LINES 16,968

AVG. SUBTITLE LINES PER VIDEO 346.3
textscAverage Duration 12.96 min (777.7 s) 27.26 min (1635.3 s) TOTAL WORDS 189,157

AVG. WORDS PER VIDEO 3,860

Table 6: Detailed statistics of the DoveBench dataset

C Baseline Systems Details

C.1 Gemini Prompt for DoveBench

Gemini Prompt (English Version)

“ You are a professional transcription and translation assistant.
Please transcribe this audio/video file and translate it into Simplified Chinese. Carefully follow the instructions below:
1. Each segment should: - Contain a natural sentence or phrase in Simplified Chinese, not too long. - Have a valid start
and end time in the format ‘h:mm:ss,ms‘ (e.g., "0:00:01,229"). - Ensure the start time is less than the end time, and that
each segment’s start time equals the previous segment’s end time (no overlap or gap). - If uncertain, round timestamps
to the nearest 10 milliseconds.
2. Translation Guidelines: - First, accurately understand the original audio content. - Translate into natural, fluent
Simplified Chinese. - Retain the meaning and tone of the original speech. - Keep proper nouns and technical terms
accurate. - Maintain sentence boundaries suitable for subtitle readability.
3. Notes: - Proper nouns and technical terms — remain accurate. - Sentence boundaries — avoid breaking at unnatural
pauses. - Chinese grammar and natural fluency.
Please provide the transcription and translation in the specified structured format.
The output language must be Chinese. ”
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C.2 Qwen-2.5-Omni
C.2.1 Prompts for DoveBench and BigVideo

Qwen 2.5 Omni Prompt (Chinese Version)

“翻译提供的视频中的说话内容到中文。只需要输出翻译内容原文，不要输出任何解释。”

C.2.2 Prompt Design and Video Processing Strategy
This section outlines the strategies employed for prompt design and video processing to optimize Qwen
2.5 Omni’s performance on the DoveBench and BigVideo datasets.

Prompt Language: Given the superior performance of Chinese prompts in enhancing Qwen 2.5
Omni’s instruction-following capabilities during preliminary evaluations, all experiments on both the
DoveBench and BigVideo datasets exclusively utilized Chinese prompts.

Prompt Complexity: Specifically, this approach was adopted because initial trials with prompts
designed similarly to those employed for Gemini demonstrated that Qwen exhibited a deficiency in
instruction following when presented with complex instructions. This observation led to the selection of
the aforementioned prompts, as they consistently yielded superior results.

Video Processing Strategy: Furthermore, due to Qwen 2.5 Omni’s constrained contextual understand-
ing when processing video data, most videos within the datasets—even those only one to two minutes in
duration—could not be processed directly. To address this limitation, videos were manually segmented
into approximately ten-second clips. Each segment was then individually fed into the model, and the
processed outputs for each segment were subsequently concatenated to form a complete SRT file.
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