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Abstract

Code-switching (CSW) in speech is motivated
by conversational factors across levels of lin-
guistic analysis. While we know much about
why speakers code-switch, there remains great
scope for exploring how CSW occurs in speech,
particularly within the discourse-level linguis-
tic context. We build on prior work by ask-
ing: how are patterns of CSW influenced by
different conversational contexts spanning Aca-
demic, Cultural, Personal, and Professional
discourse topics? To answer this, we annotate
a Mandarin-English spontaneous speech cor-
pus, and analyze its discourse topics alongside
various aspects of CSW production. We show
that discourse topics interact significantly with
utterance-level CSW, resulting in distinctive
patterns of CSW presence, richness, language
direction, and syntax that are uniquely associ-
ated with different contexts. Our work is the
first to take such a context-sensitive approach to
studying CSW, contributing to a broader under-
standing of the discourse topics that motivate
speakers to code-switch in diverse ways.

1 Introduction

Code-switching (CSW) occurs when a multilingual
speaker alternates between languages in speech or
writing (Poplack, 1980). Speakers can code-switch
between or within utterances across a variety of
language pairs, producing a) syntactically simple
insertional code-switches of single words or short
phrases, or b) more syntactically complex alterna-
tional code-switches at grammatical clause bound-
aries (Muysken, 2000),! e.g.:

(1) "1k F ZH & 1Y calculator.”

["Let me get out my calculator."]

"3 A~ 1# but the result isn’t out yet."
["I don’t understand but the result isn’t
out yet."]

a.

b.

Insertional and alternational code-switches are known as
different strategies of code-switching.
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Prior work has examined why speakers code-
switch, showing the influence of various conver-
sational factors: speaker competency, linguistic
context, affective state of the speaker, the type of in-
formation the speaker wants to convey, and listener
identity, among many others (Dornic, 1978; Bell,
1984; Gardner-Chloros, 2009; Broersma, 2009; Fer-
reira, 2017; Bhattacharya et al., 2024b). While
much work has focused on the psycho-, socio-, and
paralinguistic motivations for CSW, some studies
have proposed alternative explanations of CSW
based on discourse-level analysis. Early discourse-
functional work on code-switched speech, e.g.
Blom and Gumperz (1972); Auer (1998), suggested
that CSW indicates a shift in topic during spon-
taneous conversations. This claim has held true
in more recent studies across speech settings and
language pairs (see Section 2). However, little is
known about the types of topics that tend to elicit
CSW, or how different genres of topic motivate dis-
tinctive patterns of downstream code-switched lan-
guage production, particularly from a quantitative
perspective across large-scale datasets of conversa-
tional speech. So, while we know much about why
speakers code-switch in speech, there remains great
scope for exploring how CSW occurs, especially
within the discourse-level linguistic context.

We begin this research by studying the extent
to which the topic of bilingual Mandarin-English
conversations interacts with the presence, quan-
tity, frequency, language direction, and syntac-
tic complexity of CSW in spontaneous speech.
We do so by examining an augmented version
of the SEAME corpus of code-switched speech
(Lyu et al., 2010) using statistical and unsupervised
learning approaches, finding not only that differ-
ences in discourse topics interact significantly with
CSW, but also that these interactions result in dis-
tinctive patterns of CSW features that can be used
to distinguish between conversational contexts.

Our contributions include 1) producing a man-
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ually annotated version of the SEAME corpus for
new aspects of CSW, which we share at https:
//tinyurl.com/3ac6jv2b; 2) building a topic
classifier for automatic annotation that is robust
to both monolingual and multilingual Mandarin
and English speech; and 3) identifying novel and
nuanced quantitative and qualitative insight into the
influence of discourse on multiple aspects of CSW.
Overall, we contribute to a broader understanding
of the conversational contexts that motivate speak-
ers to code-switch in diverse ways. We hope that
this work will inform innovation in robust spoken
language technology that is capable of both un-
derstanding and producing code-switched speech
grounded in naturalistic aspects of multilingual dis-
course function.

2 Prior Work

The earliest work on discourse aspects of CSW
focused on defining taxonomies of when and why
speakers code-switch. Notably, Blom and Gumperz
(1972) proposed a dichotomy between situational
CSW that indicates the topic of conversation, and
metaphorical CSW for signaling emphasis; the
combination of these allowed for the prediction
of language choice among bilingual speakers in
Norway. Though the precise boundary between
situational and metaphorical CSW has been the
subject of debate among authors such as Auer and
Wei, subsequent work has supported the claim
that CSW serves as a discourse context cue that
signals a semantic shift in the topic of Italian-
German and Cantonese-English dialogue (Auer,
1998; Wei, 1998; Auer, 2003). Ethnographic stud-
ies of Spanish-English, e.g. Lowi (2005), have sim-
ilarly shown that both intra- and inter-sentential
CSW is used as a discourse feature to indicate
change of topic among adult bilinguals of vary-
ing linguistic ability. These results generalize to
the speech of children, in which topic and situation
shift signaling is found to be a primary function of
Spanish-English CSW (Reyes, 2004). Such a rela-
tionship between discourse framing and CSW has
been observed in other language pairs, including
Malaysian-English (Ariffin and Rafik-Galea, 2009),
Bangla-English (Das, 2012), and Hindi-English
(Dey and Fung, 2014; Begum et al., 2016), and
across spoken and written modalities.

By primarily conducting qualitative examina-
tions of small-scale and hand-curated speech cor-
pora, and analyzing coarse-grained CSW charac-
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teristics (e.g. the number of code-switches in a
given dialogue), the existing work described above
has consistently established a link between dis-
course framing and CSW. However, few studies
have extended this to consider finer-grained aspects
of code-switched speech in relation to the nature of
specific discourse topics. This is especially strik-
ing for the Mandarin-English language pair, given
the vast number of global Mandarin native speak-
ers,” many of whom are bilingual in English and
code-switch regularly. Prior work on the high-level
processing of topics in code-switched social me-
dia text and speech (Peng et al., 2014; Asnani and
Pawar, 2016; Rabinovich et al., 2019) has targeted
making topic modeling techniques robust to mul-
tilingual inputs, rather than identifying a deeper
understanding of the types of topics that are associ-
ated with specific CSW behaviors. To address this
gap, we ask RQ: How are specific discourse topics
associated with patterns in the presence, quantity,
frequency, direction, and syntactic complexity of
CSW in a conversational domain?

3 Corpus

We examine the Mandarin-English Code-switching
in South-East Asia (SEAME) corpus of sponta-
neous speech (Lyu et al., 2010). This corpus is
made available by the LDC User Agreement for
Non-Members. SEAME consists of 192 hours
of speech and 1,074,032 transcribed words across
256 dialogues. 156 unique speakers from Singa-
pore and Malaysia are represented in the corpus.
All dialogues are in an informal register, whether
they were recorded in open-domain conversation
settings or slightly more structured interview set-
tings. Recordings comprise a mix of monolingual
and code-switched utterances, the latter of which
are Mandarin-dominant with inter-sentential code-
switches to English. The corpus-level token ratio
of Mandarin to English is 1.54:1.

4 Method

Data annotation and pre-processing: aspects of
CSW. We annotate SEAME for the different as-
pects of CSW performed by speakers. First, we
inspect the 110K utterance-level transcripts and
automatically label each one for whether it is code-
switched or monolingual, based on the Simplified
Chinese and English orthographies used in the cor-
pus. For the code-switched utterances, we also

2Almost 1 billion, per Ethnologue as of early 2025.
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calculate utterance-level CSW quantity using the
CSW ratio and M-index metrics (Soto et al., 2018;
Barnett et al., 2000) and CSW frequency using
the I-index metric (Guzman et al., 2016). We pro-
vide complete definitions of these metrics in Ap-
pendix A. We then perform additional manual an-
notations on the code-switched utterances to dis-
tinguish between insertional (I), alternational (A),
and “other” (O) forms of CSW. We define “other”
CSW similarly to tag-switching (Poplack, 1980),
as the strategy used in any utterance where the
code-switch is a filler word at the outset or end
of a sentence. All annotation is performed by the
second and third authors, who are native speak-
ers of Mandarin with first-language proficiency in
English. When the annotators disagree on a label,
which occurs in less than 1% of utterances, they
discuss their reasoning with each other until the
disagreement is resolved.

We find that 48% of utterances in the corpus are
monolingual. Among the 52% of code-switched
corpus utterances, 89% use insertional CSW, 12%
use alternational CSW, and 7% use “other”> CSW.

Classifier construction: discourse topic label-
ing. Given the dataset’s size, instead of performing
a second round of manual annotation of discourse
topics over the entire corpus, we use a multi-class
classifier to approximate utterance-level ground
truth labels of discourse topics. Rather than unsu-
pervised topic modeling, we use classification to ap-
proximate ground truth labels since we have some
prior knowledge of the discourse topics present in
the corpus. To do so, we train* and evaluate four
classifier models on a 10% sample of the corpus
(11K utterances; the ground truth set), which we
manually annotate for topic using the same pro-
tocol for resolving disagreement as above; label
disagreements occur in less than 5% of utterances.
Full task instructions are in Appendix A. We then
apply the best-performing classifier for inference
on the remainder of the corpus.

We begin with a rule-based approach and define
a set of seed words in English and Mandarin as
the lexicon associated with each of the following
broad topic areas: Academic, Cultural, Personal,
Professional> We choose this particular set of

3We retain all annotations of this CSW strategy in our aug-
mented version of the SEAME corpus, but largely exclude this
strategy from our subsequent statistical analyses for simplicity.

“Models are trained in about an hour on a Mac M1 chip.

SFor detailed definitions and examples of each, as well as a
complete list of seed words in each lexicon, see Appendix A.
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topics based on those that were used to elicit speech
during the collection of the corpus by Lyu et al.,
and our own observations of the data during our
initial annotation pass, as these are most likely to
reliably reflect the topics actually present in the
data, and to avoid unnecessary complexity for an
already time-intensive manual annotation task. We
further justify this choice of topics experimentally
in Appendix A. We define an additional Other topic
to account for utterances that do not fall into any of
the above topic areas. At inference time, we assign
topic labels by identifying the number of exact
matches with each topic’s lexicon and breaking ties
at random. Any utterance with zero matches is
labeled as Other. We assess the performance of
this initial classifier on both the entire ground truth
set and a test-time subset of it, for consistency with
subsequent models.

We then refine our rule-based approach by ex-
panding our handcrafted lexica with lexical and
conceptual synonyms, applying Havaldar et al.
(2024)’s method. This involves choosing the ten
most similar neighbors per seed word using a co-
sine similarity threshold greater than or equal to
0.9 on pre-trained GloVe embeddings (Pennington
et al., 2014).5 We incorporate these synonyms into
our existing lexica, then perform inference with the
expanded classifier and evaluate performance on
the ground truth set and its test-time subset.

Next, weuse scikit—learn 1.6.1 totrain
a stacking ensemble (291K params.) combining
three individually calibrated base learners: logistic
regression, random forest, and gradient boosting.
The ensemble takes as input utterance-level speaker
gender, dialogue type, token length, presence of
filler words (see list in Appendix A), presence of
corpus-level frequent words, unigram tf-idf statis-
tics, speaking rate, duration, and pause rate, in
addition to weighted counts of seed words from the
discourse topic lexica. We train this classifier using
a logistic regression meta-learner on 80% (8.8K
utterances) of the ground truth set, blending predic-
tions with 3-fold cross-validation, and evaluate its
performance on the remaining 20% of the ground
truth set (2.2K utterances; the held-out test set).

Finally, we use a self-supervised learning ap-
proach, with a class-weighted logistic regression
base model (17K params.). The input features to
this model are the same as those used by the ensem-
ble classifier, with additional bigram tf-idf statistics

bglove-wiki-gigaword-50 accessed via Gensim.



and pre-trained sentence embeddings sourced from
HuggingFace’ (33M frozen params.). This model
iteratively generates pseudo-labels for unlabeled
utterances in each of up to five rounds. For each
discourse topic, we select up to a fixed quota of
the highest-confidence predictions, using specific
thresholds tuned per class that particularly include
a dynamic adjustment for the relatively sparsely
represented Cultural class. We treat 70% (7.7K ut-
terances) of the ground truth set as the pseudo-train
set and append newly pseudo-labeled examples to
it before retraining and recalibrating the model. We
monitor performance on a separate 10% subset of
the ground truth set (1.1K utterances), using macro
F1 to determine early stopping, and evaluate final
model performance on the same held-out test set as
above.®

Statistical analysis. Once the corpus is labeled
for all CSW features of interest and discourse top-
ics, we examine the relationship between these by
using chi-squared and one-way ANOVA tests.

Clustering analysis. We build on significant sta-
tistical results by using scikit-learn 1.6.1
to perform k-means clustering (10 params.) on vec-
tors representing utterance-level binary CSW pres-
ence, strategy, and language direction, and CSW
quantity and frequency, standardized to zero mean
and unit variance. We then examine the resulting
clusters and compare their composition over dis-
course topics and each CSW feature of interest.

5 Results

5.1 ML models outperform rule-based

classifiers on discourse topic labeling.

We first calculate the expected blind guessing, i.e.
random, baseline accuracy on our data, given the
distribution of discourse topic labels in the held-out
test set: 0.33. We subsequently use this value to
contextualize the performance of our models.

We find that all four of our models significantly
outperform the calculated baseline over the held-
out test set (Table 1).° As expected, the perfor-
mance of our rule-based classifiers is generally in-
ferior to that of the machine learning models, given
that certain characteristics of the discourse topic
cannot be captured by the raw content of an utter-

"sentence-transformers/all-MiniLM-L6-
v2

$Hyperparameter values for both the ensemble and self-
supervised models are in Appendix A.

°For the rule-based classifiers’ performance over the entire
ground truth set, see Appendix A.
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ance alone. Somewhat unexpectedly, the expanded
lexicon-based classifier performs worse than the
initial rule-based one, indicating that certain syn-
onyms effectively dilute associations with specific
discourse topics. On the other hand, the relative
performance of the two machine learning models
aligns with our expectations, as the self-supervised
classifier demonstrates its unique ability to leverage
large quantities of unlabeled data during learning.
However, despite both machine learning models’
relative superior performance, we note the overall
difficulty of utterance-level discourse topic label-
ing, reflected by the modest absolute value of all
four classifiers’ task accuracy. '’

Classifier Accuracy F1 Score
Initial lexicon-based 0.62 0.60
Expanded lexicon-based 0.60 0.59
Ensemble: LR, RF, GB 0.68 0.62
Self-supervised LR 0.72 0.71

Table 1: Classifiers’ accuracy and macro F1 score on
discourse topic labeling over the held-out test set. We
also report per-class performance metrics for the best-
performing model in Table 14 in Appendix A.11.

Following training and evaluating the four classi-
fiers on our sample of ground truth data, we use the
self-supervised model to infer discourse topics for
the remaining 90% of the corpus (99K utterances)
that consists of unlabeled utterances. This results in
the utterance-level distribution of discourse topics
shown in Table 2, which suggests that certain con-
versational contexts are more popular than others.

Discourse topic % of corpus

Academic 7.8
Cultural 0.1
Personal 28.1

Professional 2.4
Other 61.5

Table 2: Discourse topic label distribution across classes
in the entire SEAME corpus. Please see Table 15 in
Appendix A.12 for distributions across the ground truth
and automatically-annotated subsets of the corpus.

We note that utterances on Other topics dom-
inate the corpus, aligning with expectations for
open-domain dialogue, and supporting our defini-
tion of this category to account for most utterances.
To verify the absence of hidden clusters of topics
within the Other category, we use exploratory LDA

10See ablation studies in Appendix A for relative contribu-
tions of different features to topic classification performance.
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and BERTopic models (Blei et al., 2003; Grooten-
dorst, 2022).!! Both show that Other utterances
are typically too short!? to clearly denote any topic,
and primarily consist of function words like wh-
question words and deictic pronouns, fillers (e.g.
“um”, “loh”), and temporal or connective mark-
ers (e.g. “then”, “UI15R”, “after”). While some
functional groupings are present, we conclude that
further subdividing the Other topic is not justified,
as no additional coherent semantic topics emerge
from this analysis.

The Personal topic is the next-most highly rep-
resented at the corpus-level, accounting for close
to a third of utterances. This reflects how every-
day conversations often revolve around personal
anecdotes, thoughts, opinions, and feelings, vali-
dating our choice to examine it as a core discourse
topic. The Academic and Professional topics are
also present in the corpus, though their representa-
tion is relatively modest. And, while the Cultural
topic is rare within the SEAME corpus, note that it
still accounts for hundreds of unique utterances.

5.2 Discourse topics interact significantly with
CSW presence, strategy, direction,
quantity, and frequency.

Having a fully labeled corpus, we begin our sta-
tistical study of how discourse topics interact with
aspects of CSW production in SEAME by con-
sidering differences in topic between monolingual
and code-switched utterances. We control for utter-
ances that are greater than 6 tokens in length across
topics, since utterances in the Other topic are no-
tably shorter than those in the other four topics.
Chi-squared tests comparing monolingual and
code-switched utterances by topic all yield signifi-
cant results, with clear patterns in associated odds
ratios (Table 3). The odds that an utterance is about
Academic, Cultural, Personal, or Professional top-
ics, given it is code-switched, are at least two times
those for a monolingual utterance. It seems that
certain discourse contexts significantly lend them-
selves to multilingual, rather than monolingual,
production, which is particularly noteworthy given
their collective minority representation in the cor-
pus overall. In contrast, the odds that an utterance
is about any Other topic, given it is code-switched,
are only about two-thirds of those for a monolin-

""Hyperparameter details are in Appendix A.

2Mean and standard deviation token length for Other utter-
ances are 6.5 and 6.2, respectively. Across all other utterances,
these are 15.1 and 9.3, respectively.

68

gual utterance, suggesting that Other topics are
much better expressed in a monolingual fashion.

Topic x> p-val. OR  95% CI
Academic 4433  ** 192 [1.81,2.05]
Cultural 13.7 #0248  [1.52,4.27]
Personal 4302  ** 249 [2.42,2.56]
Professional 357.4 * 3.16 [2.78,3.59]
Other 448.1  *  0.68 [0.66,0.70]

Table 3: Chi-squared tests and odds ratios comparing
topics in monolingual and code-switched utterances.
Odds ratios >1 favor CSW. Odds ratios <1 favor mono-
linguality. p-values less than 0.01 are denoted by **.

Honing in specifically on CSW, utterances on
Academic, Professional, or Other topics are more
likely to be insertionally code-switched than alter-
nationally code-switched (Table 4), reflecting how
specific discourse contexts intersect with the strat-
egy of CSW that is most represented in the corpus.
Each of these topics also has greater representa-
tion of insertional CSW than the corpus overall
(94% on average, compared to corpus-level 89%),
reinforcing the influence of topic on CSW strategy.
Interestingly, in Cultural and Personal topics, in-
sertional CSW is equally and one-third as likely
as alternational CSW, respectively, indicating that
the relatively more complex CSW strategy is more
suited to conversation topics that may require less
subject knowledge to discuss, while the opposite
was true for topics that may be more difficult to
speak on. These patterns suggest that speakers
might attempt to achieve a balance in complexity
between the nature of the discourse topic under
discussion and the CSW strategy used to express
it when producing CSW. Given that both topics’
representation of alternational CSW is the same as
the corpus overall (about 12% in all cases), these
topics’ relative skew towards alternational CSW in
our calculated odds ratios is even more striking.

Topic x> p-va. OR  95% CI
Academic 28.5 wok 1.25 [1.15, 1.36]
Cultural 435.0 * 1.03 [0.61, 1.86]
Personal 2029.2 ok 0.31 [0.30, 0.33]
Professional 54.7 *k 1.79  [1.53,2.11]
Other 1430.0 wok 298 [2.81,3.16]

Table 4: Chi-squared tests and odds ratios comparing
topics in insertional and alternational CSW. Odds ra-
tios >1 favor insertional CSW. Odds ratios <1 favor
alternational CSW. p-values less than 0.05 and 0.01 are
denoted by * and **, respectively.



With respect to language direction of CSW, Aca-
demic and Professional utterances are about two-
thirds as likely to be code-switched from English
to Mandarin, as from Mandarin to English, reflect-
ing the frequency of insertion of English technical,
jargon-like, and/or domain-specific terms into such
multilingual utterances (Table 5). Personal and
Cultural utterances have relatively higher odds of
being code-switched from English to Mandarin,
and are about equally likely to be code-switched
from Mandarin to English. Only utterances on
Other topics are significantly more likely to be
code-switched from English to Mandarin at an odds
ratio of 1.22, which is especially worth noting given
the overall skew of the corpus towards Mandarin.

2

Topic X p-val.  OR 95% CI
Academic 78.0 Hk 0.75 [0.70, 0.80]
Cultural 0.007 - 0.96 [0.61,1.47]
Personal 0.5 - 0.99 [0.95,1.03]
Professional ~ 91.7 *k 0.57 [0.51, 0.64]
Other 102.6 Hok 1.22  [1.17,1.27]

Table 5: Chi-squared tests and odds ratios comparing
topics in English-to-Mandarin (en — zh) and Mandarin-
to-English (zh — en) CSW. Odds ratios >1 favor en —
zh. Odds ratios <1 favor zh — en. p-values less than
0.01 are denoted by **. p-values more than 0.05 are
denoted by —.

Next, we perform one-way ANOVA tests to com-
pare CSW quantity and frequency metrics across
the different discourse topics. For each of CSW
ratio, M-index, and I-index, ANOVA tests show a
strong and statistically significant (p < 0.01) asso-
ciation between each topic and the metric of CSW
richness. This statistical significance holds even
after applying Bonferroni correction to account
for possible noise in discourse topic labels gener-
ated by our best-performing classifier from Sec-
tion 5.1. These associations suggest that variations
in discourse topic can distinguish CSW behavior in
terms of both quantity and frequency of utterance-
level CSW. That is, there are significant differences
in CSW richness in utterances on different topics.
More concretely, we find that the Personal and Cul-
tural topics consistently rank the lowest in terms
of mean CSW richness across metrics, while the
Professional and Academic topics are the two most
highly ranked across the board. The Other topic
sits in the middle of the ranking in each case. These
results provide further evidence of a relationship
between discourse-level conversational context and
various aspects of CSW behavior in SEAME.
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Overall, the results of our statistical analysis
reveal significant interactions between specific
discourse topics and granular patterns of code-
switched speech production in SEAME. Not only
are utterances on Academic, Cultural, Personal,
and Professional topics more likely to be expressed
using CSW, but each of these topics also has a
unique, typical CSW profile. Multilingual utter-
ances on Academic and Professional topics are
characterized by higher quantity and frequency of
CSW, with the majority of such code-switches tak-
ing place from Mandarin to English in an inser-
tional fashion. In contrast, Personal and Cultural
utterances are characterized by fewer and less fre-
quent alternational code-switches from Mandarin
to English. Utterances on Other topics are overall
less likely to be code-switched; when such utter-
ances are expressed multilingually, these are less
striking in their CSW quantity or frequency, but are
more likely to involve insertional code-switches
from English to Mandarin. These findings provide
the motivation for the remainder of the work.

5.3 Unsupervised models learn many
discourse-CSW relationships.

Having found multiple significant interactions be-
tween discourse topics and several fine-grained as-
pects of CSW behavior in SEAME, we further de-
velop our investigation by assessing whether these
relationships are salient enough to be learned by un-
supervised models, and potentially in turn inform
the downstream outputs of such models. Instead of
methods like LDA that explicitly group datapoints
by topic, we want to see if unsupervised models
that do not have this specific topic-centric objective
can still cluster utterances based on both topic and
CSW information, as a stronger test for the validity
of associated patterns. To do so, we implement k-
means clustering, setting £ = 5 to match the num-
ber of distinct discourse topic labels, with random
starting points'? and principal component analysis.
We then compare resulting cluster compositions
across discourse topic and CSW presence, strat-
egy, language direction, and richness, verifying the
significance of these groupings using chi-squared
tests. Throughout this section, we discuss only the
comparisons yielding significant p-values.

We begin by comparing cluster compositions
across topics and CSW presence, and find a clear
separation between Cluster 2 and the remaining

3We motivate this design choice further in Appendix A.



Topic C1 C2 C3 C4 C5

Acad. 6.3% 36% 132% 8.6%  10.0%
Cult. 0.2% 0.1% 0.2% 0.1% 0.9%
Pers. 298% 188% 39.0% 30.1% 62.2%
Prof. 1.2% 0.7% 4.8% 2.1% 2.7%
Other 62.5% 76.7% 42.77% 59.1% 243%

Table 6: Cluster composition by discourse topic.

CcSw? C1 C2 C3 C4 C5
No 0% 99.9% 0% 0% 0%
Yes 100% 01% 100% 100% 100%

Table 7: Cluster composition by CSW presence.

four clusters in terms of multilinguality of con-
stituent utterances; this cluster is almost entirely
dominated by non-code-switched utterances (Ta-
ble 7), while also representing Other topics most
highly (Table 6), in a clear reflection of the specific
association between discourse and monolingual ex-
pression we have found in Section 5.2. Clusters 1,
3,4, and 5 are all dominated by CSW, and each rep-
resents a mix of discourse topics. Cluster 5 is most
representative of Personal utterances while Cluster
3 contains a combined majority mix of Academic
and Personal topics. Although these patterns do not
exactly align with our initial hopes of obtaining five
distinct clusters, each of which is uniquely domi-
nated by one of the discourse topics, these are still
interesting as they mirror many of our earlier sta-
tistical findings. We hypothesize that the absence
of a clear Professional or Cultural cluster may be
due to the relatively lower representation of these
discourse topics in the corpus overall (Table 2).

Strategy C1 C2 C3 C4 Cs
I 587% 0.1% 958% 82.0% 27.0%
A 125%  0.0% 1.6% 105% 3.6%
(0] 288%  0.0% 2.6% 74%  69.4%
None 0.0% 99.9%  0.0% 0.0% 0.0%

Table 8: Cluster composition by CSW strategy.

Considering cluster compositions in Table 8, we
again find patterns of overlap between utterance-
level CSW strategies and discourse topics that align
with those found in Section 5.2. For instance, Clus-
ter 3, which we have already noted for its repre-
sentation of Academic utterances, while simultane-
ously representing the greatest proportion of Pro-
fessional utterances relative to other clusters, also
contains the greatest proportion of insertional CSW.
This reinforces the strength of the interaction be-
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tween discourse and CSW strategy for these topics.
Similarly, Cluster 5, which is dominated by the
Personal topic and contains the greatest propor-
tion of the Cultural topic relative to other clusters,
has the smallest gap in representation between in-
sertional and alternational CSW. This aligns with
our statistically significant observation that these
topics are less associated with insertional than al-
ternational CSW. However, we also note the over-
all lower proportion of alternational CSW in each
cluster, and hypothesize that this may be due to the
relative infrequency of this CSW strategy in the
corpus compared to insertional CSW, as noted in
Section 4.

Next, we compare cluster compositions across
CSW language direction (Table 9) and metrics of
CSW quantity and frequency (Table 10). In the case
of the latter, we transform utterance-level CSW
ratio, M-index, and I-index into binary variables by
denoting values less than the median of each metric
of CSW richness as “low” and values greater than
or equal to the median as “high”.

CSW dir. C1 C2 C3 C4 Cs
en—zh 100% 0.1% 15.6% 0% 64.9 %
zh — en 0% 0.0% 844% 100% 35.1%

Table 9: Cluster composition by CSW language direc-
tion: English-to-Mandarin or Mandarin-to-English.

With respect to CSW language direction, Cluster
1, which primarily consists of utterances on Other
topics, is made up exclusively of code-switches
from English to Mandarin. This is striking as we
know the Other topic is the only one that is sig-
nificantly more likely to be expressed in such a
fashion. Cluster 3, whose combined majority topic
representation is from the Personal and Academic
topics, is dominated by Mandarin to English CSW,
which also aligns with our previous finding, since
the Academic topic in particular is more likely to be
code-switched in this direction. Cluster 5’s English-
to-Mandarin dominance is also interesting, and is
likely due to the presence of the Personal and Other
topics, the former of which is equally likely to be
code-switched in either direction, and the latter of
which is always more likely to be code-switched
from English to Mandarin; their combination likely
determines the overall cluster composition in terms
of CSW language direction. Recall that Cluster 2
effectively contains no CSW (Table 7) and hence
does not contain CSW 1in either direction.



Metric C1 Cc2 C3 C4 Cs
R:H 90.1% 0% 98.9%  90.0% 0%
R:L 99% 100% 1.1% 10.0% 100%
M:H 95.9% 0% 98.1% 87.5% 0%
M:L 41% 100% 1.9% 125% 100%
I:H 90.1% 0% 98.7%  90.0% 0%
I:.L 99% 100% 1.2% 10.0% 100%

Table 10: Cluster composition by metrics of CSW rich-
ness: CSW ratio (R), M-index (M), and I-index (I),
binned into high (H) and low (L) values.

Finally, we examine cluster composition across
metrics of CSW quantity and frequency. We find
that the distribution of high vs. low values of each
metric in Cluster 5 supports our previous finding
that Personal and Cultural topics always contain
the lowest quantity and frequency of CSW. Simi-
larly, Cluster 3 reinforces how the Academic topic
always has the highest values across metrics. The
composition of Cluster 4 also demonstrates how
the Other and Academic topics, which we know are
associated with mid to high levels of CSW richness,
pull metric values up within the cluster.

Overall, our clustering model is able to group
utterances according to both topic and CSW char-
acteristics, which indicates that it can learn rela-
tionships between topics and CSW patterns in a
reasonable way. These results demonstrate that
many of the statistical relationships we have found
between discourse topics and various fine-grained
aspects of CSW behavior in SEAME are significant
enough to be learned by unsupervised models, and
may well inform their downstream outputs, though
we leave a detailed investigation of the latter claim
to future work. A random baseline analysis con-
firms this conclusion and validates that our current
clusters particularly capture topic structure beyond
chance.'* General agreement between our com-
parative clustering analyses and initial statistical
findings lends validity to the latter, demonstrating
their value in understanding and modeling CSW.

6 Discussion

We find that specific discourse topics have no-
table relationships with several fine-grained as-
pects of Mandarin-English CSW in SEAME. These
utterance-level relationships are sufficiently strik-

'4Cramer’s V measures show that the strength of association
between topic labels and current clusters is several orders of
magnitude greater than between topic labels and random, size-
matched clusters (0.168 vs. 0.005; both p-values < 0.01).
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ing as to produce distinct values of CSW features
across dimensions of multilingual spoken behav-
ior that effectively distinguish between the topics
being discussed in those code-switched utterances.

Our exploration and subsequent findings on how
discourse topics relate to the presence of CSW echo
and validate prior work on code-switches func-
tioning as signals of topic shift, e.g. Wei (1998);
Auer (2003), while our study of CSW quantity,
frequency, language direction, and strategy reveal
novel associations with topic at a level of detail pre-
viously not attained in discourse-functional work
on CSW. Specific CSW patterns that group the Aca-
demic and Professional topics, and the Personal
and Cultural topics, are reminiscent of prior quali-
tative work on an emotional detachment effect in
CSW scenarios (Ladegaard, 2018; Ferreira, 2017).
We speculate that the affective properties of cer-
tain kinds of discourse topics may similarly help
determine the CSW style used to express them.
Using Mandarin and English emotion lexica (Mo-
hammad and Turney, 2010, 2013), we preliminarily
find that utterances on Personal and Cultural topics
have significantly greater emotional intensity than
those on Academic and Professional topics (details
in Appendix A). This aligns with our results on
the association between discourse topic complexity
and CSW strategy, and suggests that affect may
modulate this interaction, though further work is
required to confirm this hypothesis. Separately, we
show that more formal topics (i.e. Academic, Pro-
fessional) can involve CSW in speech, unlike prior
studies that have primarily noted CSW in informal
contexts, e.g. Bhattacharya et al. (2023). Finally,
we show that many of the relationships we find
can even be learned and applied by a simple unsu-
pervised clustering model, lending validity to our
statistical findings in a clearly interpretable manner.

7 Conclusion

We extensively examine the relationship between
discourse topic and patterns of spontaneous CSW
in the SEAME corpus. We find that (1a) certain dis-
course topics are much more likely to be expressed
in code-switched utterances than monolingual ones;
(1b) those discourse topics have significant associa-
tions with multilingual language production across
previously unexamined patterns of CSW strategy,
language direction, quantity, and frequency; (2)
these associations lend themselves towards the in-
ference of unique CSW profiles linked to specific



(groups of) topics; (3) the statistical relationships
found in (1) and (2) are salient enough to be learned
and applied in part by unsupervised clustering mod-
els. We conclude that the nature of the discourse
topic in conversation contributes meaningfully to-
wards motivating diverse patterns of Mandarin-
English CSW in speech. Our work’s novelty is
based in its context-sensitive approach towards un-
derstanding a dataset that we augment with new
annotations across features of discourse and CSW.
We hope this work will serve as a first step to-
wards building improved models of CSW compre-
hension and informing the generation of authentic
and discourse-informed multilingual speech.

Limitations

Our work focuses on a single language pair in
a single corpus of CSW, which is somewhat
skewed towards Mandarin relative to English. Both
languages are represented only in the forms in
which they are typically spoken in Singapore and
Malaysia, in contrast to the majority of Mandarin-
English code-switched corpora that are sourced
from Mainland Chinese speakers. We acknowl-
edge the need to extend our methods to the same
language pair within different cultural contexts, and
to additional language pairs with varying levels of
typological distance, to test the robustness of our
findings. We plan to do so in future work. Due to
lack of access to CSW datasets, particularly those
containing highly time-intensive manual discourse-
level annotations and/or less discourse topic spar-
sity than in SEAME, our work makes use of the
best currently available resources and serves as a
reasonable first step towards understanding the role
of discourse topics on code-switched speech pro-
duction. For the Cultural topic in particular, we
acknowledge that the relative corpus-level repre-
sentation of this discourse topic in SEAME makes
the associated findings, though novel and insight-
ful, difficult to generalize. We are very interested in
ultimately replicating our analyses on other CSW
datasets, but also note that direct comparisons may
be difficult since the categories and distributions of
topics may differ across datasets.

With respect to our discourse topic classifiers,
we note the inherent limitation of a single utterance
receiving only a single label in our multi-class set-
up. By definition, this model design choice ignores
the possibility of certain utterances dealing with
multiple topics at a time by collapsing predictions
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into a single output label. Given the number of dis-
course topics we examine in this work, we believe
this was nonetheless a reasonable design choice
that prevented subsequent analyses from becoming
overly complex.

Relatedly, it could have been helpful to incorpo-
rate additional features, such as Linguistic Inquiry
and Word Count (LIWC) labels (Boyd et al., 2022),
into our machine learning discourse topic classi-
fiers. We speculate that such features covering psy-
chological processes and personal concerns could
have augmented the performance of our supervised
models. However, it is difficult to reliably extract
LIWC features from code-switched language, as
this framework was originally developed for use
in monolingual settings, and we leave this method-
ological extension to future work.

Finally, while our best-performing classifier
achieves an accuracy of 72%, which is well above
baseline performance, there remains 28% error in
subsequently inferred discourse topic labels. This
residual noise in the data could impact downstream
statistical analyses. We handle this using error
aware correction in our one-way ANOVA tests, and
preliminarily find in Appendix A.12 that any re-
maining noise effectively has no impact on our cur-
rent results. However, a fruitful direction for future
work would be to replicate these downstream re-
sults by exploring alternative methods for deriving
discourse topic labels, such as pre-trained multilin-
gual transformer models and LLMs, e.g. mBERT
or zero-shot GPT. We chose not to use these in
the present work primarily in order to avoid issues
arising from domain mismatch in pre-training data,
which may not be sufficiently mitigated through
fine-tuning due to a scarcity of appropriate code-
switched data, as well as the relatively lower inher-
ent transparency, interpretability, and modularity
of these methods in comparison to each of our four
classifiers. However, we acknowledge that in future
work it may be worth trading off the drawbacks of
these methods, as well as relevant cost and feasi-
bility concerns, in favor of their potential to boost
classification performance, which would increase
the reliability of downstream analyses. Our delib-
erate design choice to avoid such models in the
present work is particularly relevant since our main
contribution is not to provide state-of-the-art model
performance, but rather to leverage our current cus-
tom models to augment data and provide nuanced
insights on that data.
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A Appendix

A.1 CSW quantity and frequency metric
definitions.

CSW ratio measures the number of code-switches
normalized by the token length of the utterance.
This differs from M-index, which incorporates
information about the utterance-level balance be-
tween language varieties present. Different from
both metrics of CSW quantity, I-index reflects
CSW frequency via the number of potential switch
points in an utterance. All three metrics of CSW
richness have a minimum value of 0, associated
with monolingual utterances. The maximum value
of CSW ratio approaches but does not equal to 1,
while both M- and I-indices can achieve maximum
values of 1, associated with a code-switched utter-
ance evenly mixed between languages.

A.2 Discourse topic definitions and examples.

Academic: utterances discussing education (at pri-
mary, secondary, or university levels), research,
studying, or coursework.

Example 1: ASFf il exam. ["The kind he takes
on an exam."|

Example 2: fif 5& full time tuition teacher. ["He
is a full time tuition teacher."]

Example 3: 3X#F fif 34 A L graduate in four
years 14 25 58 [, ["This way he can graduate in
four years, which is pretty impressive."]

Cultural: utterances discussing traditions, cus-
toms, festivals, cultural practices, holidays, or reli-
gious celebrations.

Example 1: 85 17 = —H Ur 2] H N7
ME Christmas carols #} 5 1RIF r. ["Then you’ll
keep hearing people singing Christmas carols and
it’s fun."]

Example 2: Oh Chinese New Year & #{ &
—7¥ [. ["Oh Chinese New Year is the same every
year."]

Example 3: But /b 1t 1£ preserve i) A1
culture ftff 7472 % Hokkien. ["But at least he still
preserves his culture and he still knows Hokkien.]

Personal: utterances discussing hobbies, day-to-
day/habitual experiences, opinions, feelings, pref-
erences, family, friends, or other relationships.

Example 1: A& @ ' boyfriend 52 like fi{-
["But her boyfriend likes to do - "]

Example 2: ftfl 5t 515 like Bt ER A1 the
feeling is not right anymore because . AR %0
R BT B XHE. ["He feels like the feeling
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is not right anymore because I clearly know you
betrayed me.]

Example 3: I think when you break up R 1/
i1 AT LA i %% 5 friend /& K24 at that time
TR BR A AR e AR B, [T think
when you break up you can continue to be friends
because at that time you didn’t really feel like you
were together.]

Professional: utterances discussing work life
and technical aspects of a job, including the use of
technology or programming.

Example 1: Actually what I did was to source
for {17 2 /7 ] data. ["Actually what I did was
to source for their clients’ data."]

Example 2: start {/RH business /R 7] L. ["You
can start your business."]

Example 3: Bt 40 FX interested in supply
chain 415 ["For example, if I am interested in
the supply chain."]

A.3 Instructions for discourse topic
annotation task.

Please label the following utterances for topic of
conversation discussed: Academic, Professional,
Personal, Cultural, or Other. Below are guidelines
to help you distinguish between topics.

* Academic: Topics related to education, re-
search, school, university, study, or course-
work.

— Examples: discussions about classes, re-
search projects, GPA, or teachers.

Professional: Topics related to work, technol-
0gy, programming, or aspects of a job, espe-
cially technical ones.

— Examples: discussions about work, com-
pany, office, salary, etc.

Personal: Topics focused on personal life, hob-
bies, family, friends, feelings, or relationships.

— Examples: conversations about family
members, personal emotions, thoughts,
preferences, or day-to-day/habitual expe-
riences.

Cultural: Topics related to traditions, festi-
vals, cultural practices, holidays, or religious
celebrations.

— Examples: discussions about cultural
holidays*/events, or traditional customs.
*Not just mentions of vacations or trips.



e Other: If the utterance does not clearly fit into
any of the above categories.

— Examples: Short utterances will tend to
fit into this topic.

A.4 Validating the current set of core
discourse topics.

We believe the current granularity of discourse top-
ics studied represents a reasonable starting point for
this work. To validate this, we perform additional
exploratory topic modeling, with an automatic num-
ber of topics from a BERTopic model, on each
predefined topic in the corpus to assess whether
additional, finer-grained topics emerge from any
(see Appendix A.13 for implementation details).

While each of the Personal, Academic, and Pro-
fessional topics demonstrate related subdivisions,
(discussing relationships with friends/family vs.
thoughts/feelings/preferences; studying for exams
vs. specific school subjects; technical jargon vs.
professional roles and responsibilities), none of
these is distinct enough from its parent topic to war-
rant defining a distinct new topic; see Appendix A.5
for detailed examples. Thus, we confirm the appro-
priate granularity of the set of topics we choose to
study.

A.5 Examples of related but non-distinctive
sub-topic clusters within Academic,
Personal, and Professional topics.

A5.1 Academic.
* Sub-topic 1 (discussing exam preparation): 2%
12, exam, study, & 7%, studying.

* Sub-topic 2 (discussing specific school sub-
jects): school, lecture, maths, science, ger-
man.

Other Academic sub-topics are defined mainly
by functional words, indicating that more granular
topics do not exist within the Academic topic, e.g.

Sub-topic 3: FA1, then, %4, AL, R 7.
A.5.2 Personal.

* Sub-topic 3 (discussing thoughts and prefer-
ences): HA5F, iXHFF, FLEL, like, think.

* Sub-topic 5 (discussing interpersonal relation-
ships): fBAI], my, friend, A, parents.

Other Personal subtopics are also defined mainly
by functional words, indicating that more granular
topics do not exist within the Personal topic, e.g.
Sub-topic 1: that, is, it, and, then.
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A.5.3 Professional.

* Sub-topic 3 (discussing professional roles and
responsibilities): lead, business, project, man-
ager, fulltime.

* Sub-topic 5 (discussing jargon-like aspects):
processing, —, job, software, data.

Other Professional subtopics are defined with
related words, but in a less clearly cohesive way,
indicating that more granular topics do not exist
within the Professional topic, e.g. Sub-topic 4: part,

time, Bl ], PUAE, L.

A.6 Seed words used for initial rule-based
classifier.

* Academic: course, class, unit, lesson, lecture,
batch, final, review, conference, presentation,
reference, archive, result, semester, sem, aca-
demic, student, admit, scholar, teacher, prof,
report, learn, uni, school, book, chapter, syl-
labus, read, paper, essay, econ, math, physics,
chem, bio, science, psychology, grade, point,
score, credit, fail, committee, major, master,
phd, thesis, module, subject, average, ana-
lyze, analyse, honours, junior, question, lab,
diploma, percent, quiz, exam, tutor, tuition,
enroll, prove, uniform, graduate, orientation,
levels, recess, homework, primary, secondary,
year, study, engineering, gpa, studies, college,
research, education, edu, pre, 1512, BEZ,
TC, VAR, VREE, LR, BIR, B>, &1, 1H
A, KRB 2, BN, R, I, 5], K
LR, B, B, BEERN, FEE, B,
E, 25, B, M, LA, R, R,
DEE SR, S EL B, 0, AN, &
e, Bk, mit, M4, R0 Bk, RBLE,
L8, AT, A, R, WA, (A1, SEEGE,
R, B, EE, sk, S, 23, T
UERA, iRk, Belk, T, AP, KB, KEE
VB, /N, Fae, SEg % 5] B, TR IR &
B O R T E AR

Cultural: christmas, carol, halloween, new
year, typical, traditional, pray, buddha, jesus,
islam, church, god, goddess, red envelope,
gathering, taoist, bible, scripture, christian,
orthodox, holiday, holidays, religion, lantern,
china, mid-autumn, ZEHETT,EWE, 7 2%, B

AR ET, B, B R0y, Wrds, 06, BR

BR, (R B, W, M, 4LE, R,

B, 22, 23 BB, ESL |/ET



B, JTH,JCH 7R R AL LR 4R B
HACKT KT 0k, 7 LB L 4R

Personal: think, feel, feeling, understand, be-
lieve, trust, like, know, prefer, want, miss,
worry, regret, stress, remember, happy, sad,
afraid, miserable, excite, mad, anger, angry,
friend, cousin, mother, father, mom, dad, par-
ent, child, brother, sister, sibling, uncle, aunt,
daughter, son, family, relative, husband, wife,
boyfriend, girlfriend, fun, together, individual,
personal, relationship, play, piano, rugby, ten-
nis, badminton, soccer, football, basketball,
hobby, usual, often, home, house, room, live,
birthday, community, facebook, show, name,
person, people, identity, favourite, favorite,
swim, self, 0% B, B, B, HH15,
B, B, 7iE, HEW, 2, 8, 1O,
Ja i, T, A, BROR, AR, FE, R,
ey, AL BUR, IR, FoR, B5E, AOE,
o, W, AR, A, SR, fHER, AR
ok, BURL, BT, )L, JLF, ZKRE, R, oL
K, EF, BHK, TR, R, —iE, 1A,
AN, K&, B, 5, BBk, M3k, PR,
JEEK, BB, B, PE, B, K BT, B
[|], 423, &2 H, #HIX, e, ZiE, 84, A
v, \¥, 31, EW, DK, & 5,80
JER GRS I T S R R R SR ERIE IS c
9598, A AR A B B T, BRI
U A5 M B, B 2.

Professional: freelance, position, job, part-
time, occupation, apply, application, work,
interview, dollar, cent, salary, technology,
program, boss, colleague, staff, regression,
model, correlation, correlate, download, sen-
sor, email, database, internet, website, system,
algorithm, bug, update, server, warranty, busi-
ness, service, user, experience, audit, consult,
career, manage, stock, portfolio, project, sys-
tem, procedure, develop, design, quality, team,
equipment, lead, produce, function, tool, skill,
consumer, customer, employee, contract, in-
formation, solve, solution, profit, design, ma-
chine, paperwork, training, zoom, company,
firm, hierarchy, maintain, chip, weld, manu-
facture, manufacturing, property, properties,
special, identify, admin, bank, software, tech,
troubleshoot, industry, data, recruit, hire, offer,
trademark, market, competition, government,
capital, promotion, reboot, protocol, profit,
commission, downstream, commercial, indus-
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trial, stage, tutorial, manage, manager, inter-
face, B HIHERL, BRAL, TAE, #EHR, B, F
5, BiE, TIE, mit, T, 9, FoK, 50K,
7, M, A5, T, |05, 83, A e,
HHR, T, R, R, 2R E, B
BRI, Wk, RG%, B, R, B, RS54,
RIE, W55, Ik, F P, 25, 5, &,
B, B2, IR, I G, W, R4t 2
Fr, FE&, it BiE, BIRA, e, S, &
7=, DheE, TR, #6e, HE, &5, AL,
GIF, (5B, MR, BRIRTT 2, FINE, &t Bl
ay, SO TAE, 85I, 48hk, AF], AF], EIX
BER, Y4BT, R, IR, E, dlE, T,
B, FEER, A, B A, BAT, B, FOR,
PR HERR, 1T, £, 1658, B, feft, 7
¥R, T8, T, BUN, B, (2%, EHE
B, B AN, R4, T D, ol B
B i T fh, T 008 A S

A.7 Performance of rule-based classifiers on

full ground truth set.
Classifier Accuracy F1 Score
Initial lexicon-based 0.61 0.54
Expanded lexicon-based 0.59 0.53

Table 11: Rule-based classifiers’ accuracy and macro F1
score on discourse topic labeling over the entire ground
truth set.

A.8 Filler words used in ensemble and
self-supervised classifiers.

Um, ah, uh, eh, er, hmm, mm, mmm, umm, ar, hm,
W, ., ., W, I, R, e

Ty TN u?’ .
A.9 Classifier models’ hyperparameter
settings.

In the ensemble classifier, the TfidfVector-
izer used has its maximum features set to 2000
and its analyzer set to ‘word’. All other parame-
ters are left at default values. All numeric features
used in this model are normalized to zero mean
and unit variance using StandardScaler. The
ensemble architecture consists of three base mod-
els and one meta model. The first base model is a
logistic regression model with the following hyper-
parameters: C' = 0.9, class weight = ‘balanced’,
maximum iterations = 3000, and solver = ‘saga’.
The second base model is a random forest classi-
fier with the following hyperparamters: number
of estimators = 300, maximum depth = 20, class
weight = ‘balanced’, and random state = 57. The



third base model is a gradient boosting classifier
with the following hyperparameters: number of
estimators = 250, learning rate = 0.03, maximum
depth = 6, subsample = 0.8, and random state = 57.
All base models are calibrated using Calibrat -
edClassifierCV with cv = 3. Calibration of
output probabilities uses Platt scaling. The meta
model is a logisic regression model with default
hyperparameter settings. The train/test split for the
ensemble is determined using random state = 57.

In the self-supervised classifier, the Tfid-
fVectorizer used has its maximum features
set to 3000, ngram range set to (1, 2), and mini-
mum df set to 3. As with the ensemble model, the
numeric features used in this classifier are normal-
ized to zero mean and unit variance using Stan-—
dardScaler. The sentence embeddings used
have output dimension = 384. These are converted
to sparse CSR and stacked horizontally. The base
model for the self-supervised classifier is a logistic
regression with solver = ‘liblinear’, class weight =
‘balanced’, and maximum iterations = 3000 (2000
in loop iterations). This base model is calibrated
using CalibratedClassifierCV with cv =
5 and method = ‘sigmoid’. Output probabilities
are also calibrated using Platt scaling. As with the
ensemble classifier, data splits for training and eval-
uation are determined with random state set to 57.
In addition, the stratify parameter is set to y. The
self-training loop has its number of iterations set to
5, with base per-class confidence thresholds as fol-
lows: Academic = 0.6, Cultural = 0.3, Other = 0.9,
Personal = 0.8, Professional = 0.9. The maximum
pseudo-labeled samples per class per iteration are
as follows: Academic = 100, Cultural = 200, Other
= 100, Personal = 100, Professional = 100. For
the Cultural class in particular, we implement dy-
namic thresholding, which we adjust using the 90th
percentile probabilities for the class. This can be
lowered slightly if insufficient samples are added,
using dynamic adjustment = 0.05. We also imple-
ment hard negative mining for the Cultural class.
After self-training, misclassified Cultural samples
in the validation set are oversampled threefold and
added back into the training set. Re-training occurs
with these hard examples.

For both of the above models, we manually tuned
hyperparameter settings until we found a good set
of values that produced reasonable per-topic perfor-
mance, especially on minority classes in the data.
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A.10 Ablation studies on ensemble and
self-supervised classifiers.

For the ensemble classifier, sentence embeddings,
tf-idf, and lexicon count features contribute slightly
positively to model performance and to roughly
equal degrees, as demonstrated by the small de-
creases in accuracy resulting from each of their
exclusion from the model pipeline (Table 12). In
contrast, the exclusion of acoustic-prosodic and
other lexical features from the model improves
model performance, suggesting that these features
are detrimental to accurate classification decisions.

Excluded feature group  Accuracy F1 score

- 0.68 0.62

tf-idf 0.67 0.67

Lexicon seed word counts 0.67 0.67
Lexical 0.69 0.69
Acoustic-prosodic 0.71 0.70
Sentence embeddings 0.67 0.67

Table 12: Comparing ensemble classifier accuracy and
macro F1 score across subsets of the entire feature set.
The first row, where no features are excluded, denotes
the performance of the model on the entire feature set,
as originally shown in Table 1.

Excluded feature group  Accuracy F1 score
- 0.72 0.71
tf-idf 0.70 0.69
Lexicon seed word counts 0.70 0.69
Lexical 0.71 0.71
Acoustic-prosodic 0.72 0.71
Sentence embeddings 0.68 0.67

Table 13: Comparing self-supervised classifier accuracy
and macro F1 score across subsets of the entire feature
set. The first row, where no features are excluded, de-
notes the performance of the model on the entire feature
set, as originally shown in Table 1.

For the self-supervised classifier, sentence em-
bedding features are the single biggest positive con-
tributor to model performance, as demonstrated by
the drop in accuracy from its exclusion (Table 13).
Tf-idf and lexicon count features also contribute
positively and roughly equally. On the other hand,
the exclusion of acoustic-prosodic and other lexi-
cal features from the model does not affect perfor-
mance, indicating that these may act as a source of
noise instead of a model signal. These patterns are
generally consistent with those from ablations over
the ensemble classifier’s features.



A.11 Per-class performance of our
best-performing (self-supervised) topic
classifier.

We report per-class performance metrics and cor-
responding confusion matrix statistics for our best-
performing topic classifier to derive further insight
into which classes drive the overall performance of
this self-supervised model (Table 14 and Figure 1).

Class Precision Recall F1  Support
Academic 0.78 0.67 0.72 227
Cultural 0.85 0.71 0.77 24
Personal 0.67 0.66 0.67 685
Professional 0.74 0.53 0.62 189
Other 0.73 0.81 0.77 914

Table 14: Self-supervised classifier performance over
the held-out test set, stratified by class, i.e. discourse
topic. Recall that our best-performing topic classifier
achieves an overall accuracy of 0.72, corresponding to a
macro F1 score of 0.71 (Table 1). Given the respective
class-level support values, we calculate the contribu-
tion to model accuracy of each class, in order: 0.07
(Academic), 0.01 (Cultural), 0.22 Personal, 0.05 (Pro-
fessional), and 0.36 (Other). Thus, it appears that the
overall performance of the model is primarily driven
by the Other class (corresponding to 36.3% of correct
predictions) and the Personal class (corresponding to
22.2% of correct predictions), while the other three dis-
course topic classes contribute relatively little.

0.8

academic 0.67 0.00 0.14 0.15 0.04

0.7

0.6
cultural

0.5

other 0.4

True label

+0.3
personal

r0.2

professional - [ 01

- 0.0

Predicted label

Figure 1: Row-normalized confusion matrix associated
with our best-performing topic classifier. This provides
additional support for the Other topic driving the major
part of this self-supervised model’s performance.
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A.12 Discourse topic label distribution in
subsets of the corpus.

Discourse topic % of corpus % of GT % of AA

Academic 7.8 11.0 7.5
Cultural 0.1 1.2 0.1
Personal 28.1 34.1 27.5

Professional 2.4 9.1 1.7
Other 61.5 44.6 63.2

Table 15: Discourse topic label distribution across
classes in the entire SEAME corpus, the ground truth
(GT) subset of the corpus, and the automatically-
annotated (AA) subset of the corpus. This breakdown of
results helps to diagnose a potential source of class im-
balance in the fully-annotated corpus and may point to
some distributional shift induced by our best-performing
classifier. However, in spite of this, note that we repli-
cate all the patterns described in Section 5.2 when
we run the same analyses on 1) data from the ground
truth set only and 2) data from high confidence sub-
sets (P >= 0.7, P >= 0.8, P >= 0.9) of the
automatically-annotated portion of the corpus; the sub-
sequent results remain statistically significant with the
same general trends by discourse topic for CSW pres-
ence, strategy, direction, quantity, and frequency, though
the exact values of odds ratios are slightly different. Sim-
ilarly, we also replicate the majority of clustering pat-
terns described in Section 5.3 using both 1) the ground
truth subset and 2) the high-confidence subsets of the
automatically-annotated portion of the corpus; cluster
means in each case closely match those corresponding
to clusters in Section 5.3. Combined, these replications
reinforce the reliability of our current findings.

A.13 Exploratory LDA and BERTopic model
hyperparameter settings.

For our LDA analysis on the Other topic reported
in Section 5.1, we defined a custom list of En-
glish and Mandarin filler words (see Appendix A.8)
based on prior work (Bhattacharya et al., 2024a).
We treated these as stopwords. When building the
model vocabulary, we ignored terms that had a
document frequency higher than 0.9, and used a
cut-off value of 50. We used 5 as the number of
topics, which agreed with the automatic number of
topics yielded by the BERTopic model with all-
MiniLM-L6-v2 embedding for the same analy-
sis. We used the default ‘batch’ learning method
for LDA. For the exploratory sub-topic analyses
on the Academic, Personal, and Professional top-
ics (see Appendix A.4), we use the same model
implementation details.



A.14 Unsupervised clustering initialization.

We select starting points at random to ensure that
final k-means clustering results in Section 5.3 are
not unduly influenced by initial points. We verify
the validity of the conclusions that directly follow
this design choice by re-running our current clus-
tering implementation across 30 additional random
seeds using different random starting points. We
also try an initialization setting that uses one ut-
terance from each topic as starting points for clus-
tering. In each case, the resulting clusters retain
the overall trends in cluster compositions that we
report in Section 5.3, though the exact proportions
in each cluster change slightly. This demonstrates
that that our qualitative conclusions are robust to
initialization and validates our design choice.

A.15 Investigating the interplay of affect and
discourse topic.

We conduct exploratory analysis to follow up on
our hypothesis of a relationship between affect and
discourse topic that goes on to shape the CSW
patterns used to express those topics. To begin
to verify the extent to which each discourse topic
uses affective language, we combine English and
Mandarin emotion lexica from Mohammad and
Turney (2010, 2013) and calculate utterance-level
normalized emotional intensity scores across eight
basic emotions (anger, fear, anticipation, trust, sur-
prise, sadness, joy, disgust) and two categories of
sentiment (positive, negative). We bin utterances
into high- or low-emotional intensity, based on
the corpus-level median normalized emotional in-
tensity score. We then perform chi-squared tests
to compare emotional intensity across topics (Ta-
ble 16). On average, the Personal and Cultural top-
ics have greater odds of expressing high emotional
intensity than low emotional intensity, relative to
the Academic and Professional topics. Based on
these results, we posit that greater affect is linked
to discourse topics that require less up-front sub-
ject knowledge to discuss, i.e. less complex topics,
which in turn allows for their expression using more
structured and complex CSW strategies.
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Topic X p-val.  OR 95% CI
Academic 185.8 wok 1.36  [1.30, 1.42]
Cultural 4.0 * 1.39 [1.01, 1.91]
Personal 3950.7 * 234  [2.28,2.41]
Professional ~ 231.8 Hok 1.80 [1.67,1.95]
Other 4982.2 *k 0.41 [0.40, 0.42]

Table 16: Chi-squared tests and odds ratios comparing
topics in high and low emotional intensity utterances.
p-values less than 0.05 are denoted by *. p-values less
than 0.01 are denoted by **.



