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Abstract

Consider the example ” The bird sang the nurs-
ery rhyme beautifully. It made everyone in the
room smile”. The pronoun ’it’ here refers ei-
ther to the bird or to the event of singing. This
example is inherently ambiguous. It cannot be
meaningfully disambiguated as an event or en-
tity reference, as both readings result in the
same text meaning. This study introduces a
new dataset EMBITEXT to preserve ambigu-
ity in the language by navigating through the
ambiguity surrounding the pronominal refer-
ence to the entity or event. Oftentimes, ambi-
guity does not necessarily need to be resolved
but is modelled carefully. Furthermore, this
study explores the capacity of LLMs (Llama,
Mistral, Gemini, Claude AI) to embrace ambi-
guity in generating text that exhibit referential
ambiguity via an In-Context learning approach.
To evaluate of the dataset, ROBERTa was fine-
tuned on this data to model ambiguity while
simultaneously distinguishing between entity
or event references. Results demonstrate Em-
biText’s capacity to advance the ongoing NLP
research by modelling linguistic ambiguity in
computational environments instead of fully dis-
ambiguating it, thereby retaining diverse inter-
pretations where resolution may alter meaning.

1 Introduction

Ambiguity in language represents multiple plau-
sible meanings, interpretations, and contexts of
words, phrases, or sentences. The occurrence of
ambiguity in language is inherently natural and can
be a stylistic choice or a result of poetic expres-
sion, but also occur unintentionally. Humans tend
to navigate around these ambiguities naturally at
most times as compared to computers and machines,
although in extreme cases ambiguity may lead to
profound confusion for even humans. Researchers
and engineers are leveraging Artificial Intelligence
(AD to navigate through this ambiguity along with
its contextual understanding with a level of natural-
ness akin to human understanding of language.
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A simple pronoun could refer to any entity, an
event, or in some cases may refer to both. An entity
is typically a noun denoting an object inside the dis-
course realm, whereas an event is a verbal phrase de-
scribing an action that has occurred. Anaphora res-
olution research has traditionally focused on com-
plete disambiguation of pronominal references, as
seen in corpora like OntoNotes by Weischedel et al.
(2010) and GUM Corpus by Zeldes et al. (2025), yet
some ambiguities are difficult to resolve or resolv-
ing them lead to discrepancies in coreference an-
notation. Lapshinova-Koltunski et al. (2019) This
calls for a dataset, specifically curated and robust
to include ambiguous examples and their potential
antecedents enabling the NLP models to both detect
ambiguity and quantify uncertainty.

Examples of ambiguous cases this study primar-
ily focuses on:

* The bird mimicked the nursery rhymes beauti-
fully. It made everyone in the room smile.

* The volcano erupted violently. It created a
huge crater.

* The garden was blooming with flowers, which
made me feel refreshed.

» The fireworks display wondertully lit up the
sky on time. This added colours to the cere-
mony.

This study underscores the linguistic fundamen-
tals of ambiguity, reflecting on semantics, linguistic
theories, and syntax to interpret how multiple read-
ings can be extracted from pronoun reference.

This study addresses these research questions:

* How can the ambiguity inherent in pronomi-
nal references between entities and event be
identified, annotated, and modeled in Natural
Language?
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* Are LLMs capable of embracing ambiguity in
natural language rather than resolving it?

We answer these questions by developing a cu-
rated dataset that models the ambiguity in pronom-
inal references between entities and events. Data
is annotated and then evaluated by fine-tuning an
LLM. The text examples exhibit ambiguity sur-
rounding pronoun reference. Additionally, LLMs
are prompted to generate ambiguous examples and
quantify the likelihood of pronouns referring to en-
tities and events. This study aims to contribute to
the literature in Natural Language Processing by
exploring the complexities of natural language and
leveraging Al to preserve linguistic ambiguity.

2 Background

The literature review explores types of ambigui-
ties in natural language, i.e. syntactic, discourse,
anaphoric, semantic, and lexical ambiguities such
as in a study by Anjali and Anto (2014). Consider-
able focus has been on investigating ambiguities in
different settings. Duzi (2013) claims that ambigu-
ity is not only prominent in informal conversations
but also evidently exists in formal discussions and
arguments, particularly focusing on philosophical
approaches. Chukwu (2015) discovers and resolves
ambiguities and incorporates admissible ambiguity
into literary writing to understand word order and
context.

Researchers have developed corpora for coref-
erence resolution. Yuan et al. (2023) introduced a
corpus of sentence pairs with ambiguous and un-
ambiguous referents to compare human and model
sensitivity to ambiguity, focusing primarily on dis-
ambiguation. In contrast, EmbiText models graded
ambiguity, thereby prioritizing preservation over
resolution of ambiguity. Datasets like LitBank by
Bamman et al. (2020), LegalCore by Wei et al.
(2025), and PreCO by Chen et al. (2018) are aimed
at entity-level coreference and yield efficient error
analysis, but ignore combined representation of en-
tities and events. Emami et al. (2019) introduces
a context-driven coreference corpus by eliminat-
ing gender and number cues. KnowRef focuses on
disambiguation, unlike EmbiText, which embraces
ambiguity.

Lodiciga et al. (2017) investigates the ambiguous
nature of the pronoun ”it” by applying the max-
imum Entropy classifier to differentiate between
anaphoric, event-referential, and pleonastic uses of
“it”, with a focus on a single type of pronoun ”it”

and silver-standard data. Lodiciga et al. (2020) sub-
sequently introduced cross-lingual signals-related
disambiguation system for event-based ambigui-
ties with exclusive focus on the English pronoun
’it’” and reliance on silver standard data. This nar-
rows the scope and limits applicability to a wider
range of contexts. Bevacqua et al. (2021) investi-
gated linguistic patterns in event-entity coreference
across five languages using the story continuation
task, while focusing on disambiguation using a psy-
cholinguistic approach rather than representing am-
biguity as linguistic characteristic with computa-
tional models. Joshi et al. (2019) proposed efficient
BERT-based system for entity coreference which
struggled with encoding relations between entities.
Le et al. (2022) proposed extremely accurate scien-
tific coreference resolution with In Context learning,
but is restricted by prompt-based capacity and cross-
domain generalization. These studies underscore
the need for extensive research, which our study
aims to accomplish by curating EmbiText, anno-
tated data to navigate through ambiguity in pronom-
inal reference and leveraging LL.Ms to provide in-
sights about the linguistic phenomena related to
pronoun reference. Unlike traditional disambigua-
tion, this study coherently embraces ambiguity by
introducing data with inherently ambiguous cases.

3 Methodology

This section outlines the complete study pipeline,
from data acquisition and processing to model train-
ing. Provided that the focus of the study is on
pronoun reference, the selected pronouns are: ’It’,
"This’, That and *Which’.

3.1 Data Acquisition

Georgetown University Multilayer Corpus (GUM)
by Zeldes et al. (2025) was chosen for experimen-
tal analysis as it contains real-world examples from
various domains such as academic, art, literature, in-
terviews, etc. Datasets from the coreference section
of GUM were selected due to their relevance to the
focus of this study, containing a total of 14158 text
examples. About 4860 text examples containing
the selected pronouns were extracted. Each exam-
ple was subjected to extensive auditing to examine
whether the pronoun referred to an antecedent and
to check for potential ambiguity. Examples con-
taining dummy pronouns e.g. ~Basing letters on
objects (pictographs) is an easy way to start a writ-
ing system. Try this with a group of friends. It’s
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much more fun when there are other people that can
understand your language” and informal dialogues
i.e. ”But, but I remember, like I went there with this
person, it’s kind of funny” were excluded. The ’it’
here functions as a syntactic placeholder without
an antecedent. In total, 249 examples were sampled
from the corpus, containing a mix of ambiguous and
unambiguous examples. We conducted a text gen-
eration experiment by using Decoder-only LLMs
with an In-Context Few Shot learning approach
to assess their capability in generating examples
containing ambiguous pronoun references. Mis-
tral Al (Mistral-7B-Instruct-v0.1) by (Jiang
et al., 2023), Gemini 2.0 by (Google DeepMind,
2023), Llama 3.0 (1lama-3-8b-instruct) by
(Grattafiori et al., 2024) and Anthropic’s Claude
Al (Claude 3 Haiku) (Anthropic, 2024) were se-
lected, fine-tuned to generate texts identical to the
requirement of this research. The hyperparam-
eters setting included: temperature set to 0.7,
do_sample set to true, and max_new_tokens set
to 700 for Mistral and 1000 for Claude. This setting
ensured a controlled level of linguistic creativity, di-
versity, and randomness in the generated examples
while adhering to the task-specific prompts. With
extensive prompt engineering (see 7), 120 examples
were generated; 30 examples from each model.
The data examples generated from LLMs (Gem-
ini, Mistral Al, Claude, and Llama) along with the
shortlisted data examples from GUM corpus were
integrated into a composite dataset for annotations.

3.1.1 Annotations

To identify ambiguity surrounding pronominal ref-
erences to entities or events, text examples were
annotated. Dataset was annotated using Label Stu-
dio by Tkachenko et al. (2025). Each text example
was critically examined and classified as ambiguous
when it contained both entity and event references
or as unambiguous when it contained only one ref-
erence type. To ensure an unbiased and systematic
annotation process, both authors of this study in-
dependently annotated the examples. This strategy
was used to mitigate individual bias. The custom
labeling setup involved rating examples on an 11-
point scale ranging from 100% entity-leaning to
100% event-leaning. Annotators labeled and rated
each example: Figure 1 illustrates the star icon used
for annotations. Annotators used their contextual
understanding and linguistic understanding while
following annotation guidelines.

We initially calculated the inter-annotator agree-

Drag the rating to indicate pronoun reference between Entity (left)
and Event (right)

1 star = 100% Entity, 6 = 50/50, 11 = 100% Event

Figure 1: Star rating icon; the first four stars starting
from the left represent pronoun reference leaning to-
wards entity while the first star represents 100% entity
reference, the three stars in the middle denote ambiguity,
the last four stars represent pronoun reference leaning
towards event, with the last and eleventh star indicating
100% event.

ment while correcting for chance agreement by us-
ing Cohen’s Kappa by Cohen (1960) and ordinal
Krippendorff’s alpha by krippendorff (2004). This
was followed by annotators adopting an adjudica-
tion approach. Both annotators jointly reviewed
all cases of annotation disagreements and resolved
them through systematic discussion, resulting in
consensus for each case. This process led to a re-
vised annotated dataset, devoid of inter-annotator
disagreements and was subsequently used as final
training and test data for the model.

An example of an ambiguous case is as follows:
”The dog barked at the mailman. It startled the
children”. Here, either the dog (entity) or "the bark-
ing of dog’ (event), startled the children, hence
entity and event probability both receive values of
0.5. Probabilities are categorized for a simple an-
notation process; 0.1-0.39 represents entity-leaning
while remaining 0.69-0.9 represent event-leaning
and vice-versa, and 0.4-0.6 represent Ambiguous
cases. These five labels were later condensed into
three labels: entity leaning, event-leaning and am-
biguous by removing ’entity’ and ’event’ labels.
Three-label scheme categorizes probabilities in
ranges of: 0-0.39 for entity-leaning and the remain-
ing 0.69-1 for event-leaning. Refer to appendix 7
for an example. This approach introduced simplic-
ity in labeling examples and subsequently helped
mediate inter-annotator disagreement. In view of
computation, merging exact entity-event categories
into entity-event-leaning categories reduces spar-
sity. An overview of example categories in dataset
is illustrated in figure 1.

Category Number of Text Examples
Entity Leaning 127
Ambiguous 69
Event Leaning 53
Total 249

Table 1: Distribution of annotated examples across cate-
gories in the EmbiText.
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3.1.2 Model Training

Transformer-based RoOBERTa by Liu et al. (2019),
was fine-tuned on EmbiText to test its interpretabil-
ity when the pronominal reference potentially leads
to multiple interpretations. The model then pre-
dicts the probability of the entity or an event, and
the complementary probability is calculated as 1
minus the predicted probability, e.g. p(entity) =
1 — p(entity) and vice versa. For instance, if the
entity prediction is 0.72, the corresponding event
prediction is 0.28.

We used the HuggingFace Transformers frame-
work to fine-tune the model. The best model check-
point was chosen on the basis of the validation loss.
Appendices 7 and 7 show the input features and
hyperparameter configuration. This hyperparame-
ter configuration is widely used as the ROBERTa
fine-tuning setting for small datasets, e.g. Wolf
et al. (2020), resulting in stable convergence with-
out overfitting.

The model uses sigmoid activation function to
provide a probabilistic illustration of whether a pro-
noun refers to an entity or an event. Probability
tokens are the targets for the model to compute loss
using Mean Squared error (MSE) to project the dif-
ference between predictions and ground-truth prob-
abilities by penalizing large deviations to train the
model on necessary fine-grained contextual cues.
Probabilistic outcomes enable the model to project
ambiguity and degrees of entity/event-leaning in-
stead of predicting binary choices. The output was
post-processed using a threshold function to map
probabilities to categories of: 1) Entity-leaning, 2)
Ambiguous, 3) Event-leaning.

To evaluate the system’s performance, we com-
pared it with an instruction-tuned baseline language
model, Flan-T5, encoder-decoder-based system by
Chung et al. (2022). It has shown promising per-
formance across zero- and few-shot prompts setup.
We conducted few-shot prompting by including a
random sample of training examples. The model
was responsible for generating output in the form of
probability estimates for pronominal references to
entities or events. The generated probabilities were
categorized using the same thresholding method
used to fine-tune RoOBERTa.

4 Results

Our results demonstrate that EmbiText effectively
embraces pronominal ambiguity, supporting its rel-
evance for human-computer interactions. The over-

all results highlight the reasonable quality of the
annotations of the data for this experiment. The an-
notators reviewed their annotated examples and dis-
agreed on approximately 15% of the total examples.
Cohen’s Kappa evaluation on the initial five-label
scheme resulted in a fair agreement according to
(Landis and Koch, 1977) but constrained consen-
sus between both annotators with a value of 0.24.
After reducing the labels to three, Cohen’s value
increased to 0.36, highlighting improvement and
fair agreement (Landis and Koch, 1977). Similarly,
the ordinal Krippendorff’s alpha value improved
from 0.31 to 0.46. Despite the improvement, the
score still hints at low inter-annotator agreement,
reflecting the subjectivity and difficult nature of dif-
ferentiating between ambiguous and entity-event-
leaning pronominal references. The initial five-
label scheme in Appendix 7, shows strong agree-
ment on “ambiguous” cases but prominent disagree-
ment on cases between “Entity”, Entity leaning”
and "Ambiguous”. Contrastingly, as observed in
figure 2, three-label scheme clarifies that the dis-
agreement primarily is prominent between entity-
leaning and the customized labeling setup involved
rating examples on an 11-point scale ranging from
100% entity-leaning to 100% event-leaning. Anno-
tator 1 labeled more examples as ambiguous, while
Annotator 2 leaned towards entity-specific labels.
See Appendix 7 for cases of inter-annotator dis-
agreement and their resolution. This enabled the
annotators to resolve the discrepancies through sys-
tematic discussions of each conflicted example until
a common ground was established. Subsequently,
the reconciled annotations were used as the final
data to train and evaluate the model.

Inter-Annotator Agreement

Annotator 1
Event Leaning Ambiguous Entity Leaning

Entity Leaning Ambiguous Event ﬁeaning
Annotator 2

Figure 2: Confusion Matrix denoting inter-annotator
agreement using three-labels scheme.

Findings from text generation experiment demon-
strate that LLMs are capable of generating text ex-
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amples that are ambiguous in nature. Figure 3 illus-
trates the superiority in performance of Llama, fol-
lowed by mistral Al, however 60% of its output dis-
played a negative tone, emphasizing disasters, death
and destruction despite the inclusion of positive and
neutral examples in the prompt. This suggests that
the output represents a subset of the distribution of
possible examples. For example: ” The tsunami hit
the shore with huge waves. It caused widespread
destruction and loss of life”. Claude and Gemini
demonstrated underwhelming performance.

Distribution of types of Generated Examples by LLM

30 mmm Negative tone
m Ambiguous
Unambiguous

S

Number of Examples
5 G

e

Mistral
LLMs

Llama Claude Gemini

Figure 3: Overview of generated examples from LLM:s.

Fine-tuning RoBERTa on this data showcased
a lower rate of prediction errors: MSE of 0.019
(entity) and 0. 1328 (event), RMSE of 0. 3029 (en-
tity), 0. 3644 (event), and MAE of 0.2573 (entity)
and 0,3119 (event), indicating more accurate re-
sults for entity references and overall reflecting a
low value of average prediction error and deviation
of predictions from ground truth values. Table 2
presents the comparison of our system (Fine-tunes
RoBERTa) with baseline (Flan-T5). Our model
yielded a lower error rates (MSE and RMSE and
more accurate performance as compared to Flan-T5.
This detail suggests that model succeeded in predict-
ing probabilities values closer to true probability
values.

Metric Flan-T5 (few-shot) RoBERTa (fine-tuned)
MSE 0.1063 0.0847
RMSE 0.3260 0.2911
Accuracy 0.314 0.353
Macro F1 0.096 0.205

Table 2: Comparison of the baseline (Flan-T5, few-shot)
and our system (fine-tuned RoBERTa) on the test set,
predicting entity probabilities.

5 Discussion and Conclusion

Our results corroborate that the curated EmbiText
dataset and fine-tuned LLMs efficiently model nat-

ural ambiguity, especially in cases in common lan-
guage where resolution is challenging. The pro-
posed dataset demonstrate linguistic relevance and
careful annotation approaches with systematic rec-
onciliation of inter-annotator disagreements to miti-
gate bias and subjectivity. During annotation, some
ambiguous examples featured event spans that elab-
orated on entities rather than individual actions i.e.
”Tomorrow, when this image is shared with the
world,it will be a historic moment for science and
technology”. The baseline comparison revealed
that fine-tuned RoBERTa produced an improved
probability calibration with a balanced distribution
of categories, while Flan-T5, despite strong pre-
dictions, reflected a slight bias toward Ambiguous
category.

Data it that which this
LLM-generated examples 108 0 0 0
GUM Corpus 28 13 7 11
Total 136 13 7 11

Table 3: Counts of selected pronouns across data exam-
ples.

The examples resulting from text generation
experiments reflect the ambiguity found in natu-
ral language, where pronouns can refer to multi-
ple antecedents and visualize multiple contextual
interpretations. The results from the fine-tuned
RoBERTa configuration suggest that the curated
dataset accommodates referential ambiguity while
distinguishing between entity and event references
rather than resolving it. LLM generated text only in-
cluded the pronoun ”it”, despite the prompts includ-
ing other pronouns, suggesting further prompt re-
finement as seen in Figure 3. This demonstrates the
ability of modern Al systems to interpret syntactic
and semantic ambiguity in ways that project human-
like sensitivity to multiple contexts through prompt
engineering and fine-tuning. Although LLM per-
formance is not equivalent to human cognition, the
results support the second goal of this study: mod-
eling ambiguity as a linguistic feature rather than
resolving it. This study focuses on embracing am-
biguity as a feature that uncovers deeper textual
interpretations rather than a flaw, something previ-
ous research had neglected. This study contributes
to applications involving human-computer interac-
tion, i.e. customer service bots, dialogue systems,
and assistive technologies.
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6 Limitations

Our focus is primarily on the ambiguity arising from
the pronominal reference between entity-event in
English-specific text examples. Despite a fair agree-
ment value and consensus-based resolution of dis-
agreements, perception of ambiguity remains sub-
jective, reflecting the level of difficulty of this task.
Limited data size and label imbalance can cause dif-
ferences between entity and event results. Addition-
ally, the baseline Flan-T5 model is an instruction-
tuned sequence-to-sequence model which makes
probability prediction and classification tasks less
direct as compared with encoder.only ROBERTa.
Future direction should expand data size to en-
hance model generalizability, apply resampling
techniques (i.e. SMOTE), involve cross-lingual
analysis, enhanced prompt engineering techniques
for text generation, employ other pretrained models
as baseline models to compare with, multiple an-
notators (4-6) and multiple evaluators to evaluate
generated examples for robust assessment and test
different model architectures.
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A. Input Features D. Annotation Example

Text Example and Its Category

Train Dataset ‘ Test Dataset
text _eXample ‘ t eXt_eXa_Inple “The city is hosting a major conference. It will attract international attention. IZ
pronoun ‘ pronoun

E. Confusion Matrix for Five-Label scheme

event_candidate event_candidate

Confusion Matrix for Inter-annotator Agreement with five-kabels scheme.

| |
| |
| |
‘ entity_candidate ‘ entity_candidate ‘
| |
| |
| |

|
entity_prob ‘
|

- 14
event_prob
20 - 20
Table 4: Overview of train and test set features. 1
-15
- 18

Annotator 1
Event Leaning Ambiguous Entity Leaning  Entity

B. Hyperparameters

Hyperparameter Value s
Learning Rate 2x107° B
Batch Size 16 : 0
Number Of Epochs 10 Entity Entity Leaning :Ir’:’:]nltgai(;:z Event Leaning Event
Early Stopping Patience 2 . . . N
Figure 4: Confusion Matrix denoting inter-annotator

Dropout Rate 0.3 .

. agreement using five-labels scheme.
Weight Decay 0.01
Gradient Clipping 0.01

F. Annotation Disagreement and Resolution
Table 5: Hyperparameter configuration for RoOBERTa g

fine-tuning. i
It’s an implant
that will let them
know where you
are, and how you
C. Prompt for Ambiguous text examples _are. It won't hurt. |
Generation using LLMs
prompt = """ Generate 30 ambiguous ‘ A“(')lgta(;olr 1 I;ezolg? An(;'gta‘:‘;' 2 ‘
sentences where a pronoun could - - o

refer to either an entity or an

event. Here are some examples: Figure 5: Annotation disagreement and resolution: uni-
'The volcano erupted violently. fied probability distribution.

It created a huge crater.' 'The bird

sang perfectly. It made everyone in

the room very happy.' 'Garden was

blooming with flowers, which made me
feel refreshed.' Now, generate more
examples: """
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G. Annotation Disagreement and Resolution 2.0

You know it was a
— actually though,
I think they made
a remake of it,
with Chevy Chase,
that was really
lousy though.

Annotator 1 Resolved Annotator 2
0.5, 0.5 0.5, 0.5 0.8, 0.2

Figure 6: Annotation disagreement and resolution: uni-
fied probability distribution.

H. Loss Curve Comparison

Training and Validation Loss Curve for Entity Probability Prediction

—e— Training Loss
Validation Loss

2 4 6 8 10
Epoch

(a) Loss curve for our model predicting entity probabilities.

Training and Validation Loss Curve for Event Probability Prediction

—e— Training Loss
Validation Loss

0120

0115

0110

0.105

Loss

0,100

0,095

0,090

0,085

2 4 6 8 10
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(b) Loss curve for our model predicting event probabilities.

Figure 7: Training loss curves for the model predicting
entities and events.

I. Metrics for Event Probabilities

Metric Flan-T5 (few-shot) RoBERTa (fine-tuned)

MSE 0.1063 0.0843
RMSE 0.3260 0.2903
Accuracy 0.314 0.372
Macro F1 0.096 0.214

Table 6: Comparison of the baseline (Flan-T5, few-shot)
and our system (fine-tuned RoBERTa) on the test set,
predicting event probabilities.
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