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Abstract

Understanding and interpreting culturally spe-
cific language remains a significant challenge
for multilingual natural language processing
(NLP) systems, particularly for less-resourced
languages. To address this problem, this pa-
per introduces PRONE!, a novel dataset of
2,830 Nepali proverbs, and evaluates the per-
formance of various language models (LMs)
in two tasks: (i) identifying the correct mean-
ing of a proverb from multiple choices, and (ii)
categorizing proverbs into predefined thematic
categories. The models, including both open-
source and proprietary, were tested in zero-
shot and few-shot settings with prompts in En-
glish and Nepali. While models like GPT-40
demonstrated promising results and achieved
the highest performance among LMs, they still
fall short of human-level accuracy in under-
standing and categorizing culturally nuanced
content, highlighting the need for more inclu-
sive NLP.

1 Introduction

Language is a powerful medium for conveying
culture, traditions, and shared human experiences.
Training language models (LMs) to learn multiple
languages and contexts can significantly enhance
their ability to understand diverse human perspec-
tives and communicate across cultural boundaries
(Lietal., 2024; Hu et al., 2020; Thapa et al., 2025).
While this can enable more inclusive and globally
aware Al systems, it also presents substantial chal-
lenges in accurately capturing the unique nuances,
idioms, and culturally specific references that vary
widely between languages and societies (Liu et al.,
2025; Agarwal et al., 2025; Aleem et al., 2024; Tao
etal., 2024; Myung et al., 2024; Pawar et al., 2025).
For instance, what is considered common knowl-
edge in one culture may not hold the same rel-
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evance in another. A phrase like “watching the
ball drop' immediately invokes the image of New
Year’s Eve in Times Square for those familiar with
American culture. At the same time, it may mean
nothing to someone from a different cultural back-
ground. Similarly, in Japan, a Hanami or ~flower-
viewing party' carries deep cultural significance as-
sociated with cherry blossoms in spring. In con-
trast, it might simply be interpreted as a generic
gathering in other parts of the world. Proverbs
are another prime example of how deeply lan-
guage is intertwined with culture. Unlike gen-
eral phrases or idioms, proverbs frequently rely
on metaphors, analogies, and references unique to
their origin (Kordoni, 2018; Qiang et al., 2023;
Verma and Vuppuluri, 2015; Abebe Fenta and
Gebeyehu, 2023). They are not just linguistic ex-
pressions but also cultural artifacts that reflect the
lived experiences and shared understanding of a
community.

For example, the proverb 'Tgx HSRIAT ‘TE§7[ d
ISR F fOR' (If Shankar is helpful, then what
is there to fear?), reflects a deeply rooted cultural
belief in divine protection and faith. In Hinduism,
Shankar (name for Lord Shiva) is revered as a pow-
erful god, and the proverb suggests that if a di-
vine force is on one's side, there is no need to
worry about any dangers or challenges. For a lan-
guage model unfamiliar with Hindu deities or the
cultural context of Nepal, the significance of this
proverb would likely be misunderstood or lost. For
instance, the model might interpret “Shankar' as a
common proper name for a person rather than rec-
ognizing it as a reference to Lord Shiva. Thus,
it is crucial to develop language models that are
not only proficient in multiple languages but also
attuned to the cultural contexts and nuances that
shape the meaning of expressions, idioms, and
proverbs. While recent advancements in multilin-
gual NLP for cultural understanding have focused
on major languages like Hindi, Chinese, and Span-
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ish (Hu et al., 2020; Kakwani et al., 2020; Bau-
cells et al., 2025), there remains a considerable gap
when it comes to less-resourced languages such as
Nepali (Thapa et al., 2024; Rauniyar et al., 2023).
To address this gap, we introduce PRONE, a novel
dataset of 2,830 Nepali proverbs and evaluate the
performance of large language models (LLMs) in
interpreting and categorizing them accurately. Our
contributions are:

* We introduce PRONE, a manually curated
novel dataset of 2,830 PROverbs in NEpali,
reflecting diverse cultural expressions and
wisdom unique to Nepali.

* We manually classify the proverbs into five
broad categories, capturing key themes and
contextual nuances.

* We benchmark the performance of LLMs
on two specific tasks: Task A: Evaluating
the ability of LLMs to correctly identify the
meaning of a proverb from a set of options
consisting of one correct and three incorrect
choices. Task B: Assessing the capacity of
LLMs to accurately categorize the proverbs
into predefined categories.

By focusing on Nepali proverbs, our study sup-
ports the United Nations Sustainable Development
Goal (SDG) of "Leave No One Behind' by promot-
ing linguistic inclusivity and cultural representa-
tion in Al

2 Related Works

Prior research in figurative languages, such as
metaphor detection, generation, and interpreta-
tion, has employed various approaches, includ-
ing linguistic and visual embeddings, context-
based analysis, and paraphrasing tasks, which are
also relevant to understanding proverbs (Praman-
ick et al., 2018; Chakrabarty et al., 2021; Biz-
zoni and Lappin, 2018; Wachowiak and Gromann,
2023; Liu et al., 2022). Goren and Strapparava
(2024) examine GPT-3.5's ability to detect word-
level metaphors in proverbs using different prompt-
ing strategies. They expand the PROMETHEUS
dataset (Ozbal et al., 2016) with hypothetical con-
texts and test three prompting approaches. The re-
sults show that the model performs best with hy-
pothetical context, followed by first providing the
proverb's meaning. Similarly, there have been ef-
forts to enhance language models' understanding

of cultural and linguistic nuances, such as the work
by Wibowo et al. (2024), who developed COPAL-
ID, a dataset tailored for commonsense reason-
ing in Indonesian. They experiment with differ-
ent LLMs, including open-source models such as
XLM-R (Conneau et al., 2020), BLOOMZ (Muen-
nighoff et al., 2023b), and PolyLM (Wei et al.,
2023), as well as proprietary models such as Chat-
GPT and GPT-4, to evaluate their ability to handle
the cultural and linguistic nuances embedded in the
COPAL-ID dataset. Their findings indicate that
while proprietary models like GPT-4 achieve rel-
atively higher accuracy, they still fail human-level
performance in understanding local nuances.

Expanding on the theme of evaluating the under-
standing of language models of culturally nuanced
language, Liu et al. (2024) investigated the abili-
ties of various language models, such as BLOOMZ
(Muennighoft et al., 2023b), LLaMA-2 (Touvron
et al., 2023), XGLM (Lin et al., 2022), XLM-R
(Conneau et al., 2020), and mTO (Muennighoff
et al., 2023a), in reasoning with proverbs and say-
ings across different cultures. They evaluated these
models using culturally diverse proverbs in six lan-
guages (English, German, Russian, Bengali, Man-
darin Chinese, and Indonesian). Their findings
showed that while these models could memorize
proverbs to some extent, they often struggled to
understand them in conversational contexts, par-
ticularly when dealing with figurative language
and cross-cultural translations. However, these
studies have primarily focused on high-resource
languages, leaving less-resourced languages like
Nepali largely unexamined. Our work is the first
to address this gap, introducing a novel dataset of
2,830 Nepali proverbs and evaluating the ability of
LLMs to interpret and categorize them effectively.

3 Dataset

We created a dataset of 2,830 Nepali proverbs
collected from various sources, including online
databases, literature, and local cultural reposito-
ries. The primary collection relied on three sub-
ject matter experts (SMEs), each with at least a
master's degree in fields related to Nepali language,
literature, or culture. The collected proverbs were
checked among the SME:s to filter out any proverbs
that were deemed irrelevant.
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Figure 1: Overview of the End-to-End Pipeline for Annotating and Evaluating Nepali Proverbs

3.1 Deduplication

For deduplication, we used NepBERTa (Timilsina
et al., 2022), a pre-trained language model, to
generate embeddings, which capture the semantic
meaning of each proverb. We then compute the co-
sine similarity between these embeddings to mea-
sure the similarity between pairs of proverbs. Us-
ing this approach, we identify semantically simi-
lar proverbs and treat them as near-duplicates. We
manually visit the near-duplicates and remove if
there are redundant proverbs.

3.2 Thematic Categorization

To categorize the proverbs, we manually annotated
them into five categories: (i) Social Behavior and
Relationships, (ii) Fate and Caution, (iii) Hard
Work and Perseverance, (iv) Wisdom and Knowl-
edge, and (v) Nature and Environment; using a
rigorous annotation criterion (Appendix A). Each
proverb was annotated by three annotators, and the
final category was determined by majority agree-
ment; in cases where all three annotators assigned
different categories, the disagreement was resolved
through a consensus Zoom meeting.

3.3 Final Dataset

For each proverb, as shown in Figure 1, we as-
signed one correct meaning and three plausible but
incorrect meanings to test the interpretative capa-
bilities of language models. The final dataset thus
consists of proverbs categorized into five thematic
groups (Table 1) and accompanied by multiple-
choice options for their meanings.

Category Proverbs
Social Behavior and Relationships 1274
Fate and Caution 1177
Hard Work and Perseverance 200
Wisdom and Knowledge 157
Nature and Environment 22
Total 2830

Table 1: Distribution of Nepali Proverbs.

4 Experimental Setup

4.1 Language Models

To evaluate the understanding and categorization
of Nepali proverbs, we employed a range of lan-
guage models, including open-source and pro-
prietary ones. We conducted experiments in
both zero-shot and few-shot settings for all mod-
els, prompting the models in both English and
Nepali languages (prompts in Appendix B). The
models evaluated included: BERT-based LMs:
DistillBERT-Ne (Shrestha, 2023), RoBERTa-Ne
(Chaudhary, 2023), NepBERTa (Timilsina et al.,
2022), NepaliBERT (Ghimire, 2023), NepNews-
BERT (Pudasaini, 2023). Closed/ Proprietary
Models: GPT-3.5, GPT-4, GPT-40 (OpenAl,
2023), Gemini Pro 1.5, Gemini Flash 1.5, Mistral
Medium (Mistral Al, 2024). Open-sourced Mod-
els: LLaMA-2 (7B) (Touvron et al., 2023), Mistral
(7B) (Jiang et al., 2023), Gemma (7B) (Mesnard
et al., 2024).

4.2 Evaluation Metrics

For Task A, we used accuracy to measure the
proportion of correct selections by the LLMs
from a set of options (one correct and three
incorrect) as it directly reflects the models' ability
to identify the correct meaning. Similarly, for
Task B, we employed the F-score to evaluate the
models' performance in categorizing proverbs into
predefined categories, as it balances precision and
recall, addressing the imbalanced distribution of
categories.

5 Results and Discussion

Table 2 shows the performance of language mod-
els in Task A. Among all the models used, GPT-
40 consistently performs the best across all the
settings. The results show that across all model
types, performance in the few-shot (FS) setting is
consistently higher than in the zero-shot (ZS) set-
ting, reflecting the benefit of additional context or
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Model ZS-En ZS-Ne FS-En FS-Ne Model ZS-En ZS-Ne FS-En FS-Ne
" DistillBERT-Ne | 33.72 26.19 40.56 43.16 " DistillBERT-Ne | 31.87 21.05 32.05 34.09
= E RoBERTa-Ne 3597 2845 43.19 44.05 —~ E RoBERTa-Ne 33.86 23.74 3298 3522
% '§ NepaliBERT 36.41 29.71 45.87 4587 % § NepaliBERT 3591 2456 36.71 36.73
a NepBERTa 38.67 32.84 4534 47.64 a NepBERTa 36.24 26.73 38.56 39.67
NepNewsBERT | 4041 3576 50.23 50.18 NepNewsBERT | 38.17 2842 40.37 40.02
= 8 LLaMA-2 57.33 4891 6520 6246 o 8 LLaMA-2 46.88 37.76 4537 41.59
% E Mistral 58.87 4642 6490 61.52 g ;g) Mistral 44,61 3574 4423 40.38
Gemma 60.19 5274 6895 66.36 Gemma 49.87 39.04 4537 4242
GPT-3.5 1488 15.62 22.14 25.09 GPT-3.5 26.02 9.18 4273 31.23
B GPT-4 68.57 59.58 76.54 79.65 B GPT-4 5095 4390 4953 47.29
E g GPT-40 80.92 7463 86.19 87.99 § ‘3 GPT-40 84.52 5322 74.66 63.90
8 % Gemini Pro 1.5 79.93 75.02 83.72 83.75 8 ;‘* Gemini Pro 1.5 | 47.40 6.68 31.77 20.50
A GeminiFlash 1.5 | 66.25 6293 83.72 85.12 A~ GeminiFlash 1.5 | 58.18 1269 55.67 52.93
Mistral Medium | 17.14  53.57 2439 50.99 Mistral Medium | 28.67 11.57 23.50 34.51

Human Annotator 95.17 Human Annotator 88.74

Table 2: Accuracy of Different Language Models on
Task A (Proverb Meaning Identification) Across Zero-
Shot (ZS) and Fine-Tuned (FS) Settings in English (En)
and Nepali (Ne).

examples. For example, the accuracy of BERT-
based models improves from 26.19%-40.41% in
the zero-shot setting to 43.16%-50.23% in the few-
shot setting. Open-source models also show no-
table improvements with fine-tuning, where ac-
curacy increases from 46.42%-60.19% in zero-
shot to 61.52%-68.95% in few-shot. Similarly,
closed/proprietary models such as GPT-4 and GPT-
40 achieve much higher accuracy in few-shot set-
tings, with GPT-4o0 reaching 87.99% compared to
74.63% in the zero-shot setting.

Table 3 presents the performance of various lan-
guage models on Task B. The results indicate vary-
ing levels of performance across models and set-
tings. BERT-based models show modest F-scores,
ranging from 21.05% (DistillBERT-Ne, ZS-Ne) to
40.37% (NepNewsBERT, FS-En), with a slight im-
provement observed in the few-shot setting com-
pared to zero-shot. Open-source models demon-
strate moderate performance, with F-scores rang-
ing from 35.74% (Mistral, ZS-Ne) to 49.87%
(Gemma, ZS-En), indicating some capacity to han-
dle the proverb categorization task. However, they
do not reach the highest scores. Closed/proprietary
models exhibit a wider range of F-scores, from as
low as 6.68% (Gemini Pro 1.5, ZS-Ne) to as high
as 84.52% (GPT-40, ZS-En). Among these, GPT-
4o consistently achieves the best performance, with
the highest F-scores across all settings, particularly
in the zero-shot English setting (84.52%) and the
few-shot English setting (74.66%).

Table 3: Performance (F-score) of Various Language
Models on Task B (Proverb Categorization) in Zero-
Shot (ZS) and Few-Shot (FS) Settings for English (En)
and Nepali (Ne).

5.1 Human Evaluation

We also performed a human evaluation on both
Tasks A and B to compare the performance of
LLMs against human understanding. We em-
ployed a different set of three native Nepali speak-
ers as annotators, each with at least a school-level
education in Nepali. In Task A, human annotators
achieved an accuracy of 95.17%, while in Task B,
they obtained an F-score of 88.74%. These high-
performance metrics indicate that these tasks are
relatively straightforward for native speakers.

6 Conclusion

We evaluated various LLMs' abilities to under-
stand and categorize Nepali proverbs using a novel
dataset of 2,830 proverbs. While some models,
such as GPT-40, showed promising results, their
performance still lags behind human annotators,
who achieved the highest F-score of 95.17% and
88.74% in task A and task B, respectively. The
gap highlights the need for further improvement
in handling culturally specific content, particularly
for less-resourced languages like Nepali. Future
research should enhance models' understanding of
diverse linguistic contexts to achieve more cultur-
ally inclusive NLP systems.

Limitations

While our study offers valuable insights into the
performance of language models on the PRONE
dataset, several limitations must be addressed.
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First, the dataset, though substantial with 2,830
Nepali proverbs, may not encompass the full spec-
trum of cultural and contextual nuances inherent
in Nepali language use. The limited scope of
proverbs may restrict the models' ability to gen-
eralize across a broader range of culturally spe-
cific expressions. Second, despite promising re-
sults from models like GPT-40, a noticeable gap
remains compared to human annotators, highlight-
ing challenges in achieving full cultural compre-
hension and accurate categorization. This indi-
cates a need for enhanced training methods, pos-
sibly involving more diverse cultural data and im-
proved model adaptation techniques. Additionally,
our evaluation using English and Nepali prompts
in zero-shot and few-shot settings may not fully
capture the models' potential in varied real-world
applications. Future work should explore alterna-
tive approaches, such as fine-tuning culturally rich
datasets and developing hybrid models, to improve
understanding and performance in less-resourced
languages.

Ethics Statement

Data Collection and Privacy: The PRONE
dataset of Nepali proverbs was created using
publicly available sources, ensuring no personal
or sensitive data was involved. We complied with
all relevant data protection guidelines and model
usage terms, focusing solely on non-commercial
research. While the dataset aims to advance cultur-
ally inclusive NLP, we acknowledge the potential
for biases in model outputs and caution against
misuse that could reinforce cultural stereotypes.
Comprehensive documentation is provided, but
researchers should be aware of the dataset's limi-
tations and apply it responsibly in diverse contexts.

Annotators Recruitment: The human annotators
for this study were recruited at the local prevailing
rate, ensuring fair compensation for their contribu-
tions. We adhered to ethical recruitment practices,
and there were no ethical issues identified in this
process. The annotators’ native proficiency and
cultural understanding were essential to the study,
enhancing the quality and accuracy of the evalua-
tions conducted.
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A Annotation Details

To categorize the proverbs, we followed the follow-
ing definitions and criteria:

1. Social Behavior and Relationships:
Proverbs that focus on human interactions,
social conduct, community norms, and
interpersonal relationships. This category
includes proverbs that highlight themes such
as trust, deceit, friendship, love, and societal
roles.

Criteria: The proverb must relate to behav-
iors, expectations, or dynamics between indi-
viduals or groups within a social context.
Examples: "SI PIX, S geer|” ("Like
the dog, like its tail") — emphasizes consistent
behavior or traits, and " T 3
AT 3TUT BR GRI&T B1" (When a neigh-
bor's house is on fire, your own house is not
safe') — reflects interdependence in commu-
nity relations.

2. Fate and Caution: Proverbs that deal with
themes of destiny, luck, and the importance
of caution or mindfulness in life. This cate-
gory encompasses advice on being prudent,
prepared, or aware of one’s circumstances and
external forces.

Criteria: The proverb must convey messages
related to fate, destiny, or the necessity of be-
ing cautious or aware in various situations.
Examples: "aaeT Ugs, ST AN 1" CIf I fall,
I fall on a rock’) — suggests the inevitabil-
ity of misfortune, and "GUT SRt Trj AT
g0 " (‘Friendship with a snake is dangerous’)
— emphasizes the need for caution in relation-
ships.
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Proverb

True Meaning

Incorrect Meaning

Note

g T T Ffolell TR

3T DI AHI B T T

g el eR

In Nepali culture, 31§ (Shraddha) refers to an

ﬁ%ﬂgm‘wm@‘r g9 | (It is easier to do big HTEFHWTQC important ritual to honor deceased ancestors,
things when smaller things are W (You where the ceremony may seem straightforward,
in place.) have to call a lot of but strict attention to every detail is vital and of-
people in funeral). ten more challenging.
PTHPRI thll%(, QChII'a«hI Tliﬁ HMH el HIfNGew GF N Thimi is a town in Nepal, and in this context, it
37’?*?[ i) fofifor|  SrpffoR @@ =met (Neglecting CIE] (ivRW*l'I—sC T%?B":[ represents a place that is irrelevant to the original
task that needs to be done (People alwaystendto task or goal.
and instead tending toward give their burden to
something else.) others.)
[Epical 3 ufthd! WI a1 HecaTdien  eNfie doed o7 T The use of fBRIT (Miyan), a respectful term for
Afeeq g erRmT 99 Siftd Bl Eﬁ@‘gq e (To actively a Muslim man, and Afese (mosque), denotes a
(Person's efforts or ambitions run around to fulfill routine or habitual practice.
are limited to a narrow range or the religious duties)
familiar routine)
TSR TERIAT TH d IS a1l s - sl i} arefiel A=d T8 "91$R" (Shankar) can be both a common proper
TIZRD! P R’ ﬁ PR B (If Lord is on 9+ S T | (If a name for a person and a reference to Lord Shiva

your side, there is no reason to
fear.)

friend helps, there is
no need to be afraid.)

in Hinduism; thus, without context, the proverb
could be mistakenly interpreted as referring to

an ordinary person's help rather than invoking di-
vine protection.

3. Hard Work and Perseverance:

Proverbs
that highlight the value of diligence, effort,
endurance, and resilience in overcoming chal-
lenges or achieving goals. These proverbs of-
ten carry motivational or inspirational mes-
sages.

Criteria: The proverb should focus on themes
of hard work, persistence, or the rewards of
sustained effort and commitment.

Examples: "goll S ﬂ_\ﬁ heD, g1 EEIN me
qs" ("Plowing the field yields a harvest; eat-
ing the grass kills the ox') — underscores the
benefits of hard work, and "&R Hg-id TR ﬁ
T T gé'_ﬂ (" Without much effort, noth-
ing is obtained') — stresses the necessity of
perseverance.

4. Wisdom and Knowledge: Proverbs that offer

guidance or insights about life, learning, and
understanding. These proverbs often reflect
collective wisdom, experience, or philosophi-
cal reflections on human behavior or morality.

Criteria: The proverb should convey a lesson
or insight related to knowledge, learning, or
the deeper understanding of life.

Examples: "$TT = <RAI 811" (Knowledge is
power') — emphasizes the importance of wis-

dom, and "HIed! A Y g1" (A bull’s

Table 4: Examples of Nepali Proverbs with Their True and Incorrect Meanings, Along with Notes on Potential
Misinterpretations

tears are not milk') — encourages recognizing
reality and not being swayed by appearances.

5. Nature and Environment: Proverbs that
use elements of nature (such as animals,
plants, weather, or landscapes) to convey
lessons or truths. These proverbs employ nat-
ural metaphors to illustrate human behavior,
morality, or life lessons.

Criteria: The proverb must use imagery from
the natural world to communicate its message
or lesson.

Examples: "8l @T@ff S TS, Ul R
S NS | (It moves like the wind, wets
like the rain') uses elements of nature to de-
scribe inevitability or impact, and "3TIRgT
St <l &7, T @M A M §B1" (The
more bitter the medicine, the better the cure')
draws on natural elements to illustrate a life
lesson.

Using these definitions and criteria, we ensured
that each proverb was categorized accurately, re-
flecting its central theme and underlying cultural
context. This approach allowed us to create a well-
defined dataset that can be effectively used to eval-
uate the performance of large language models in
understanding culturally specific content.
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B Prompt Templates

Example of Zero-shot Prompt in English for Meaning

Select the correct meaning for the given proverb among given options: Proverb:
Options: A. B. C. D. Only output the correct option as
“A',"B', "C' or "D'. Explanations are not needed.

Example of Zero-shot Prompt in Nepali for Meaning

Tt fegUe! SEH! Tel IR g | PUAT A", "B, “C' a1 °D' Heg He! f[ddheuss 914 SR gy |
IR e IS9OH: _ fddeuss: A. B. C. D.

Example of Few-shot Prompt in English for Meaning

Select the correct meaning for the given Nepali proverb among the given options. Only output the
correct option as “A', "B', "C', or "D'. Explanations are not needed. Example 1: Proverb: 3fd¥X
GHUTS &b B, HIGMI 7 B TJU6| Options: A. IR IHISY H &6, B. AR IS o]
HhefdTe! Hehd &I, C. WWWWW D. T = & TJUE Correct Option:
D; Example 2: Proverb: 'SIST YSRIT, IRAT SERNT Options: A. Fel HTOM ST AT ST
e8I, B. WST X I Hiecd W 97 FFT, C. Wl I IRID! T TSI §, D. Hel 3
CICICIRCERIRSE] Flﬁ'\cq‘él'f?@ Correct Option: A; Example 3: Proverb: CHESCH] Qetl, W@W'
Options: A. SIS T b YTSTEAT R HehT fOhaie |, B. STfRR ¥ ¥ R f97 AR, C. STfex
et R O TR, D. IR e =T R 95 SI=, Correct Option: B; Example 4: Proverb: aitweft
R Il HI3T §1 | Options: A. ST TUTS TR AT §IE8, THIEDR! FeTd X FHIHERD 4!
a1 |l Ty e, B. et ¥ Sucer 9 il §75, C. e ¥ Sy 98 9PR &7, D. JAivel
Y IUSTY Bfecd B T Correct Option: A; Example 5: Proverb: afger e @s1 | Options: A.
R YT &7 |, B. el TH GFT W] T GRS Forre] &1, C. ufeell TR g1 Jia! 9l

HheT §F &, D. Ufgar e il 1! SH1 9rg 8l Correct Option: A; Now, select the correct
meaning for the given Nepali proverb. Proverb: Options: A. B. C.
D.

Example of Few-shot Prompt in Nepali for Meaning

ST uTell IEHS! dd gl fdacuse Jea Hat aref My ey B=EN | $uT ‘A’ ‘B!, 'C
a1 'D' &g e fAdheuss A SR e | SIRET ey | SeERUl 9: IWH: ¥R Jhus &
B, DT = B TS | [Adeuss: A. R IHISY ! §79, B. AR IHISY Hh! Theldd]
Hohd B, C. JNTER UM 3Tl TR 3MSa, D. HIBHT 7 HM TS Fel [ddbed: D; IaTex
R SEM: ‘IS VSN, IR IRIRFT fadhedss: A, T9 IOt SITHFT—3ToHT ST e, B. 9eT
R g1 Pfecd {1 97 Haar, C. Wl I IRID] FEH SIS §, D. Wl I IRITD! foreT Fef
gfceaet g5 Fal fdhed: A; SSTERU 3: IGM: TIfe’eDT gel, 3! Jell' fddbeugs: A, Sl
q b USTET TR HepT fOheiet |, B. d1feR Ml <f TR 99 AR, C. q1feR &+t R 93 R,
D. STfeR &l Haw TR 97 S, el fdped: B; SRV 8: I@M: 3fveft X Sucer Hisl §7 |
fapedse: A 99 qUTS TR UM §I578, UHEDR! Jd I FHTEMes 1 a1 Jiowel! el
FFB |, B. Huel I Juaer 9 A1l §78, C. vl I Iucer Y 9BR g7, D. AWl I Iucerel Hieed
B oA Fel fdeped: A SeERUY: IWF: Ufeell T g1 | fddeuss: A TRE goard &5 |, B.
iR T GeT 9! W UHIS Fore] 81, C. Ufeell T g1 Hrie! J¢ 31%hal g9 81, D. ufeal!
T gFT YD gFT WY & Wl fAdew: A; 39 Rgum SEHe! ¥al fAeed St RN | SEM:
C. D.

__ fawouss: A. B.

\.
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Example of Zero-shot Prompt in English for Proverb Category

Classify the following Nepali proverb into one of the five categories: {"Wisdom and Knowledge',
“Hard Work and Perseverance', “Social Behavior and Relationships', “Nature and Environment', “Fate
and Caution'} Proverb: . Provide only the category name that best fits the meaning of the
given proverb. No explanation is needed.

Example of Zero-shot Prompt in Nepali for Proverb Category

e faTep! uTel SWMTS TraHed] Gori Teb SHHT aliehe THB; 'S R i, Wed I 94T, ol
FAER I F-ge%, TPIA I IAER, IFG X FEGHT. I IJEHD! 7R T
RERIT e el A AT U T | P FUEIDRU AP B |

Example of Few-shot Prompt in English for Proverb Category

Classify the following Nepali proverb into one of the five categories: “Wisdom and Knowledge',
“Hard Work and Perseverance', “Social Behavior and Relationships', “Nature and Environment', “Fate
and Caution'. Provide only the category name that best fits the meaning of the given proverb. Example
1: Proverb: 49 %’\ﬂﬁlﬁ INSH Category: Fate and Caution ; Example 2: Proverb: 3IT¢T TN Bafch B
Category: Wisdom and Knowledge; Example 3: Proverb: qrfevent Qel, IEEED] <efl Category: Social
Behavior and Relationships; Example 4: Proverb: a1 foen, e fors Category: Hard Work and
Perseverance Example 5: Proverb: IIPT TRY T FHRSH Category: Nature and Environment Now,
classify the following proverb: Proverb:

Example of Few-shot Prompt in Nepali for Proverb Category

e fgen! -TuTelt IS UleMed P Teb auiHT ARt e ‘o X g, ‘Hed < R, qrifoe
IIBR R FHIHER, "UP(cl I ATAEAR, TR R HEGLT . I@HD! T FelHwaT IFRT e arfep!
T A T TR SSTERU 9: SEH: U GRISIE IRINSS o I X Fag! SeeRy R S
3T T Bafedhr® o S R i SIS0 3: IEM: FNexal gofl, H7wT gofl Ff: FHIforDh FaeR
R FEHEH SRV 8 SEM: 31ew A, T s ot Hea ¥ ST SR 4: S@H: aFa! -
T THASS ;. Uil R AERT| 376, TAD] STTATS qiipd TRy S :
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