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Abstract

Understanding the decision-making processes
of neural networks is a central goal of mecha-
nistic interpretability. In the context of Large
Language Models (LLMs), this involves un-
covering the underlying mechanisms and iden-
tifying the roles of individual model compo-
nents such as neurons and attention heads, as
well as model abstractions such as the learned
sparse features extracted by Sparse Autoen-
coders (SAEs). A rapidly growing line of work
tackles this challenge by using powerful genera-
tor models to produce open-vocabulary, natural
language concept descriptions for these compo-
nents. In this paper, we provide the first survey
of the emerging field of concept descriptions
for model components and abstractions. We
chart the key methods for generating these de-
scriptions, the evolving landscape of automated
and human metrics for evaluating them, and the
datasets that underpin this research. Our synthe-
sis reveals a growing demand for more rigorous,
causal evaluation. By outlining the state of the
art and identifying key challenges, this survey
provides a roadmap for future research toward
making models more transparent.

1 Introduction

The interpretability of large generative models, and
specifically LLLMs, poses a central challenge to
understanding their internal computations and en-
abling transparent decision-making. A key goal of
this effort, often termed mechanistic interpretabil-
ity, is to reverse-engineer the algorithms learned by
these models through analysis of their fundamental
components, such as individual neurons and atten-
tion heads (Saphra and Wiegreffe, 2024; Ferrando
et al., 2024). A central problem in component anal-
ysis is assigning human-understandable meaning
to these building blocks. Early approaches sought
to map component activations to predefined lin-
guistic properties through probing classifiers (Con-
neau et al., 2018; Belinkov, 2021) or to test their
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Figure 1: Illustration of model components (left column)
and model abstractions (right column) of a language
model. Components are individual units of a language
model, such as neurons or attention heads. Abstractions
go beyond the individual components of a model en-
compassing higher-level representations such as those
learned by SAEs, or subgraphs involving multiple com-
ponents or sparse features, as in circuits. Each com-
ponent or abstraction can be associated with a human-
understandable concept description.

alignment with human-defined concepts (Kim et al.,
2018; Lee et al., 2025). While foundational, these
methods are limited by their reliance on a fixed set
of concepts, potentially missing the novel represen-
tations learned by the model itself.

A recent paradigm shift leverages the genera-
tive power of LLMs to overcome this limitation.
Instead of testing for predefined concepts, this
new line of work uses LLMs to produce open-
vocabulary concept descriptions for the compo-
nents of another model. This approach elicits a nat-
ural language explanation of a component’s func-
tion by prompting the generator with data on when
that component activates (Bills et al., 2023; Cun-
ningham et al., 2024; Choi et al., 2024). For in-
stance, given text fragments that maximally acti-
vate a specific neuron, an LLLM synthesizes a de-
scription of the concept that neuron appears to de-
tect, such as “legal clauses” or “references to the
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1980s”. This method can be applied to both native
model components and learned abstractions like
Sparse Autoencoder (SAE) features (Figure 1).
This survey provides a structured overview of
this rapidly emerging field. We focus on the meth-
ods, datasets, and evaluation techniques for gener-
ating concept descriptions for LLM internals, and
we aim to answer the following questions:
(1) What are common methods and data sources
for generating concept descriptions for inter-
preting language models? (§3)

(2) What are best practices for evaluating such
concept descriptions? (§4)

(3) What are the common trends that can be ob-
served in concept description research? (§5)

(4) What are the key gaps and promising future
directions for concept-based descriptions of
language models? (§6)

2 Definitions

2.1 Language Models

Neuron At the heart of modern LLMSs lies the
Transformer architecture (Vaswani et al., 2017),
which stacks layers composed of two primary sub-
modules: multi-head self-attention (MHA) and a
position-wise feed-forward network (FFN). While
MHA computes context-aware token representa-
tions, the FEN is responsible for further transform-
ing these representations. An FEN layer typically
consists of two linear transformations with a non-
linear activation function in between:

h' = acty (R'WY) - W3, (1)

where h' is the output from the attention sub-layer,
and W} € R¥*47f and Wi € R7*4 are weights
matrices (dy is typically 4d).

Within this framework, a neuron is defined as
one of the intermediate dimensions in the FFN;
specifically, it corresponds to a single column in
the first weight matrix W7 and its subsequent non-
linear activation (Geva et al., 2022; Sajjad et al.,
2022). A neuron is considered to have fired or
activated for a given input if its activation value,
actg, (R'W7);, is positive.

However, the neuron as a unit of interpretation
is fundamentally challenged by the phenomenon
of polysemanticity. A single neuron often activates
for a diverse and seemingly unrelated set of inputs,
making its function difficult to summarize with a
single, coherent description. This is a consequence

of superposition, a strategy where models repre-
sent a vast number of concepts by encoding them
as linear combinations of neuron activations (El-
hage et al., 2022). While this is an efficient use of
limited parameters, it means that individual neu-
rons are inherently entangled and do not typically
correspond to clean, understandable concepts.

Attention Head A level up from the individual
neuron is the attention head. As a core component
of the Transformer architecture, the multi-head at-
tention mechanism allows a model to process in-
formation from different representation subspaces
in parallel. Each head can be conceptualized as
a specialist that learns to focus on different parts
of the input sequence to capture specific relational
patterns between tokens.

A significant body of research has demonstrated
that these heads often acquire specialized and inter-
pretable roles. For example, Voita et al. (2019) cat-
egorized attention heads in a machine translation
model into distinct functional groups, including
heads that attend to adjacent tokens (positional),
heads that implement syntactic dependencies, and
heads that focus on rare words. Subsequent work
has identified heads responsible for more complex
linguistic phenomena like subject-verb agreement,
coreference resolution (Clark et al., 2019), and de-
pendency parsing (Shen et al., 2022), as well as
newer paradigms such as in-context retrieval aug-
mentation (Kahardipraja et al., 2025).

2.2 Concepts

In the context of LLM interpretability, concepts
constitute a human-understandable description of
a pattern or property that a model has learned to
represent. This notion aligns with the definition
in Dalvi et al. (2022) who describe concepts as
meaningful groups of words that can be clustered
by a shared linguistic relationship. Such relation-
ships can span a wide spectrum of abstraction,
from low-level lexical features (e.g., words starting
with “anti-") and syntactic roles (e.g., direct ob-
Jjects) to high-level semantic categories (e.g., names
of capital cities, legal terminology, or financial
terms).

In terms of selecting ground-truth concepts,
many works rely on pre-defined concepts, e.g.,
by using metaclasses in Wikipedia (Schwettmann
et al., 2023; Dumas et al., 2025), or concept clas-
sification datasets (Antognini and Faltings, 2021;
Abraham et al., 2022; Jourdan et al., 2023; Singh
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et al., 2023; Sun et al., 2025). Others manually de-
termine ground-truth concept labels with the help
of human annotators (Dalvi et al., 2022; Mousi
et al., 2023) or validate concept explanations post-
hoc, e.g., in terms of usefulness for understand-
ing the model’s classification decision in a down-
stream task (Yu et al., 2024). Recent advances
for topic modeling involving LLMs include SEAL
(Rajani et al., 2022), a labeling tool for identifying
challenging subsets in data and assigning human-
understandable semantics to them. LLooM (Lam
et al., 2024), which extracts interpretable, high-
level concepts from unstructured text. It uses model
embeddings with clustering methods and is shown
to be better aligned with human judgment of se-
mantic similarity and topic quality. Goal-driven
explainable clustering (Wang et al., 2023b) assigns
free-text explanations to each cluster with an LLM.
Such approaches focus on providing a thematic
summarization of textual inputs.

2.3 Natural Language Explanations

The automatic generation of human-readable text
has been a long-standing goal in NLP. Natural
Language Generation (NLG) systems often relied
on templates and hand-crafted rule sets to con-
vert structured data into prose (Gatt and Krahmer,
2018). This landscape shifted dramatically going
via sequence-to-sequence architectures to LLMs
and the prompting paradigm, also effecting how to
generate explanations: Instead of simply predict-
ing extractive rationales (Lei et al., 2016), a nat-
ural language explanation (NLE) explains model
predictions with free text (Camburu et al., 2018;
Wiegreffe et al., 2022). This gives them greater ex-
pressive power in terms of the reasoning they can
convey, especially with complex reasoning tasks
necessitating implicit knowledge.

NLEs generated by LLMs exceed other explana-
tion methods in plausibility (Jacovi and Goldberg,
2020), but lack in faithfulness guarantees, as evi-
denced by a slew of recent studies (Turpin et al.,
2023; Lanham et al., 2023; Chen et al., 2024; Mad-
sen et al., 2024; Bentham et al., 2024; Parcalabescu
and Frank, 2024; Bartsch et al., 2023). Further-
more, the resulting descriptions are highly sensi-
tive to the specific prompt and the choice of the
generator model, so the same prompt can yield dif-
ferent explanations. As noted by Bills et al. (2023),
LLMs often produce overly broad or generic sum-
maries and do not capture the nuance of the specific
concept(s) represented by a model component. Fig-
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ure 2 presents examples of such descriptions for
different model components and abstractions.

2.4 Concept Datasets

The concepts a language model learns are funda-
mentally constrained by the data on which it was
trained. Any dataset, from large-scale web scrapes
to curated classification benchmarks, is an implicit
repository of concepts. The frequency, context, and
co-occurrence of words and phrases in the training
corpus determine which patterns the model learns
to represent internally. Consequently, interpretabil-
ity methods that aim to describe internal compo-
nents are, in effect, attempting to reverse-engineer
and label these data-driven concepts. This process
inherently creates an interpretability illusion: A
model likely cannot represent a concept that is ab-
sent from its training data and the descriptions are
therefore bounded by the conceptual scope of the
underlying dataset (Bolukbasi et al., 2021).
Popular examples for datasets with explicit,
human-labeled concepts include CEBaB (Abraham
et al., 2022) and aspect-based sentiment datasets
like BeerAdvocate (McAuley et al., 2012) and Ho-
tel reviews (Wang et al., 2010). These resources
are invaluable for controlled experiments where the
goal is to see if a model’s internal representations
align with pre-defined, human-validated concepts.
On the other hand, they heavily restrict the vocabu-
lary in concept descriptions and certainly exclude
the potential of detecting concepts that are not ob-
vious to the human observer (Hewitt et al., 2025).

3 Description Methods

This section surveys the main targets of natural lan-
guage concept description methods. These meth-
ods aim to make language models more transparent
to humans in terms of understanding individual
roles and underlying mechanisms. We organize
these targets into native model components (§3.1)
and learned model abstractions (§3.2). A compara-
tive overview is provided in Table 1.

3.1 Model Components

Neurons A growing line of research focuses
on fully automated descriptions of model compo-
nents, such as neurons and their associated func-
tions. In computer vision, early work explored
neuron-level interpretability through visual con-
cept alignment and feature visualization, gener-
ating text-based explanations and concept anno-
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Figure 2: Overview of descriptions for model components (I8} neurons,

attention heads) and model abstractions

(&) SAE features, [® circuits). The top panel shows a schematic example of an automatically generated feature
description for a neuron or SAE feature, based on top-activating text samples (same process for both). The middle
panel shows an example from Neo et al. (2024) of how attention head descriptions are generated: first a token-
predicting neuron is identified, then prompts that highly activate it are found, the attention heads responsible for its
activation are determined, and explanations for these heads are generated. The bottom panel shows a circuit from
Wang et al. (2023a) implementing indirect object identification (IOI), where input tokens enter the residual stream
and attention heads move information between streams, query/output arrows indicate where they write, key/value
arrows where they read, and each class of head has an associated description.

tations to make individual neurons more human-
interpretable (Bau et al., 2017; Mu and Andreas,
2020; Hernandez et al., 2022; Oikarinen and Weng,
2023; Bykov et al., 2023; Kopf et al., 2024). For
language models, the seminal auto-interpretability
approach by Bills et al. (2023) proposed labeling
all neurons in GPT-2 XL. Their method uses GPT-4
to generate textual explanations from input samples
that strongly activate each neuron. Since its intro-
duction, this approach has been widely adopted
and extended in follow-up work on automated neu-
ron description (Choi et al., 2024; Gur-Arieh et al.,
2025; Kopf et al., 2025).

Attention Heads Another potential target
component is the attention head. The MAPS frame-
work, introduced by Elhelo and Geva (2025), pro-
vides a powerful example for inferring a head’s
functionality directly from its parameters, by pro-
jecting the head’s weight matrices into the vocab-
ulary space to create a token-to-token mapping

matrix. This reveals the transformations the head
has learned to perform, which lets us automati-
cally map how strongly a given head implements a
predefined relation, such as the knowledge-based
Country to capital mapping or the linguistic Word
to antonym operation. Neo et al. (2024), illus-
trated in Figure 2, investigate attention-MLP in-
teractions. For example, they identify heads that
perform “copying” from previous tokens in the
same context, and use an LLM to generate and
validate hypotheses about these functions.

3.2 Model Abstractions

5] SAE Features Most of the neuron description
methods adopt decomposition-based approaches
that assign a single description to each neu-
ron (Bills et al., 2023; Choi et al., 2024; Gur-Arieh
et al., 2025), thereby limiting interpretability to
the latent dimensions of the original model. How-
ever, this strategy struggles with neuron polyse-
manticity, so recent research has shifted toward
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Stud Explained Model Description Target
u
Y Neurons SAEs Circuits Attention H. Source Dataset
Bills et al. (2023) GPT-2 XL GPT-4 WebText
Pythia-70M
Cunningham et al. (2024) v Ta GPT-4 OpenWebText
Pythia-410M
Llama-3.1 8B, Claude Sonnet 3.5, .
Paulo et al. (2024) RedPajama-v2
Gemma-2 9B Llama-3.1 70B
Rajamanoharan et al. (2024) Gemma-2 9B Gemini Flash unspecified
Llama-3.1 8B LMSYS-Chat-1M,
Choi et al. (2024) ama GPT-40-mini : a
FineWeb
He et al. (2024) Llama-3.1 8B GPT-40 SlimPajama
Gemma-2 2B, Gemma Scope,
Gur-Arieh et al. (2025) Llama-3.1 8B, Llama Scope, GPT-40-mini The Pile
GPT-2 small, OpenAl SAE
GPT-2 XL, GPT-2 small, Gemini-1.5-Pro,
Kopf et al. (2025) . C4
Llama-3.1 8B Gemma Scope GPT-40-mini
Gemma-2 2B, . .
Chen et al. (2025) GPT-40-mini PrivacyParaRel
Gemma-2 9B
Heap et al. (2025) Pythia 70M - 7B Llama-3.1 70B RedPajama-v2
Muhamed et al. (2025) Pythia 70M Claude 3.5 Sonnet  arXivPhysics
Wiki, Bills,
Movva et al. (2025) OpenAl SAE GPT-40 Headlines,
Yelp, Congress
Wang et al. (2023a) GPT-2 small human 101
Pythia 70M SAE, L
Marks et al. (2025) human Bias in Bios
Gemma Scope
Pythia 6.9B,
Elhelo and Geva (2025) o GPT-4o custom
GPT-2 XL
GPT-2,
Neo et al. (2024) Pythia 160M, GPT-4 The Pile
Pythia 1.4B

Table 1: Concept description techniques categorized by component/abstraction (IN) Neurons,

SAEs, [® Circuits,

Attention Heads), description source, and target dataset.

learning more disentangled representations. One
prominent direction involves sparse coding us-
ing SAEs (Bricken et al., 2023; Shu et al., 2025),
which decompose model activations into higher-
dimensional, sparsely activated feature spaces.
These representations enable capturing a wider
range of more interpretable, potentially monose-
mantic concepts (Bricken et al., 2023; Templeton
et al., 2024; Gao et al., 2025). Auto-interpretability
techniques initially developed for neurons (Bills
et al., 2023) have since been successfully extended
to these learned SAE features (Cunningham et al.,
2024; Bricken et al., 2023; Gao et al., 2025; He
et al., 2024; McGrath et al., 2024). However, SAEs
have recently been subject to critique, with nega-
tive results reported by Smith et al. (2025) showing
their underperformance relative to linear probes.

Circuits A further step beyond studying in-
dividual components or SAE features is the analy-
sis of circuits, which are computational subgraphs
composed of multiple interacting components. The

goal is to understand how the components inter-
act to accomplish a specific task, and represent
this interaction as a human-interpretable graph that
captures the computation responsible for the task.
Wang et al. (2023a) and Ameisen et al. (2025) use
manual analysis and human labeling to trace and
understand circuits, such as those responsible for
indirect object identification. More recently, Marks
et al. (2025) have pioneered methods to automat-
ically discover and describe “sparse feature cir-
cuits”, demonstrating how compositions of SAE
features can implement complex logic, such as de-
tecting gender bias. The well-studied IOI circuit
has since been formalized as a benchmark task in
the MIB suite (Mueller et al., 2025), providing
a standardized way to evaluate circuit discovery
methods. However, the fully automated genera-
tion of natural language descriptions for arbitrary,
higher-order circuits remains an open challenge.
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Evaluation Type Measure

Study

4} Predictive Simulation

Simulator Correlation

Bills et al. (2023)

Lee et al. (2023)
Cunningham et al. (2024)
He et al. (2024)

Neo et al. (2024)

Choi et al. (2024)
Rajamanoharan et al. (2024)
Chen et al. (2025)
Muhamed et al. (2025)
Movva et al. (2025)
Poché et al. (2025)

Detection / Fuzzing

Paulo et al. (2024)

AUROC

Heap et al. (2025)
Kopf et al. (2025)

Mean Activation Difference

Gur-Arieh et al. (2025)
Kopf et al. (2025)

0 Input-based Evaluation Specificity

Templeton et al. (2024)

Purity, Responsiveness

Puri et al. (2025)

F1

Gao et al. (2025)

@ Output-based Evaluation

Intervention / Steering

Paulo et al. (2024)
Gur-Arieh et al. (2025)
Puri et al. (2025)

Surprisal Score

Paulo et al. (2024)

@ Semantic Similarity

Cosine Similarity

Lee et al. (2023)

Paulo et al. (2024)
Heap et al. (2025)
Kopf et al. (2025)

Correctness

Correctness / Preference

Readability

Bills et al. (2023)
Lee et al. (2023)
Li et al. (2024)

Human Evaluation

Mono-/ Polysemanticity Rating

Rajamanoharan et al. (2024)
Kopf et al. (2025)

Plausibility
Faithfulness

Elhelo and Geva (2025)
Gur-Arieh et al. (2025)

Table 2: Concept description evaluation techniques categorized by metric, study, and the underlying quality being
measured. Metrics are grouped into conceptual families: predictive simulation, input-based evaluation, output-based

evaluation, semantic similarity, and human judgment.

4 Evaluating Concept Descriptions

Evaluating the quality of a concept description is
a critical and non-trivial challenge. A good de-
scription should be accurate, faithful to the model’s
internal processing, and understandable to humans.
In recent years, the field has developed a diverse
toolkit of evaluation techniques, which we catego-
rize into five main families: predictive simulation,
input-based evaluation, output-based evaluation, se-
mantic similarity, and human evaluation. Table 2
provides a comprehensive overview of these meth-
ods, the studies that use them, and the specific
quality they aim to measure.

4.1 4} Predictive Simulation

Automated metrics are essential for evaluating de-
scriptions at scale. The most widespread automated
evaluation paradigm tests a description’s predic-
tive power: how well can it be used to simulate
the feature’s behavior? The canonical example is

the simulator correlation method from Bills et al.
(2023). Here, a “simulator” LLM (e.g., GPT-4)
is given a feature’s description and a text sample,
and it must predict the feature’s activation value
for each token. The quality of the description is de-
termined by the correlation between the simulated
and the true activations. The simulator correlation
scores in Bills et al. (2023) are generally very low
(only 1,000 out of 307,200 neurons score at least
0.8, on a [0.0, 1.0] scale). Adjusting the activations
to a [0, 10] scale creates a further loss of precision
and nuance. While widely adopted (Table 2), this
method has a key limitation: its reliance on another
opaque LLM introduces a layer of confounding
abstraction, making it difficult to know if a high
score reflects a good description or simply the sim-
ulator’s own pattern-matching prowess. Variations
on this theme frame the task as classification in-
stead of regression. For instance, the Detection and
Fuzzing metrics (Paulo et al., 2024) ask a simulator
to make a binary decision about whether a given
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text would activate the feature described. Similarly,
Automated Simulatability (Poché et al., 2025) tests
if a description allows a simulator to predict the
final output of the explained model, providing a
more holistic measure of predictive utility.

4.2 0 Input-based Evaluation

A second family of metrics, building on the frame-
work proposed by Huang et al. (2023), evaluates
how accurately a description characterizes the in-
puts a feature activates on. The goal is to measure
the description’s purity (it only covers things the
feature responds to) and coverage (it covers every-
thing the feature responds to). Metrics like Speci-
ficity (Templeton et al., 2024) and Purity (Puri et al.,
2025) quantify how selectively a feature fires for in-
puts matching its description versus random inputs.
These approaches are often contrastive, testing a
feature’s response to on-concept examples versus
“distractor” examples (McGrath et al., 2024). This
property is often measured with standard classi-
fication metrics like AUROC, which assess how
well a feature’s activation score separates concept-
positive from concept-negative examples (Heap
etal., 2025; Kopf et al., 2025). Other metrics assess
the mean activation difference between on-concept
and off-concept inputs, regarding a description as
better when activating on-concept examples have
higher mean activations than off-concept examples
(Gur-Arieh et al., 2025; Kopf et al., 2025).

4.3 @ Output-based Evaluation

The most rigorous metrics test a description’s
causal faithfulness: does it correctly predict the fea-
ture’s effect on the model’s output? These methods
often rely on interventions or steering (Paulo et al.,
2024; Gur-Arieh et al., 2025; Puri et al., 2025). For
example, an evaluator might artificially activate a
feature and check if the model’s output distribution
shifts in the way the description predicts (e.g., mak-
ing a specific word more likely). The framework
by Paulo et al. (2024) also includes causal metrics,
such as direct Intervention Scoring and Surprisal
Scoring. The latter measures whether providing
the description reduces the model’s loss on relevant
inputs, offering a proxy for causal impact. These
causal evaluations are crucial for verifying that a
description is not merely correlational but reflects
the feature’s actual function.

4.4 @ Semantic Similarity

When ground-truth concepts are known or can eas-
ily be labeled, a straightforward automated eval-
uation is to measure the semantic similarity be-
tween the generated description and the ground-
truth label. This is typically implemented by em-
bedding both the generated text and the ground-
truth concept name using a sentence embedding
model (Muennighoff et al., 2023) and then calcu-
lating their cosine similarity. A high score indi-
cates that the generated description is semantically
aligned with the expected concept. This method
is used by several studies as a sanity check or for
evaluating performance on features with known
correlates (Paulo et al., 2024; Heap et al., 2025).
Semantic similarity can also be measured in the
context of polysemanticity, when multiple descrip-
tions per feature are available (Kopf et al., 2025).
In this setting, the reference is the set of feature de-
scriptions, which are descriptive annotations rather
than ground-truth labels, and their similarity is mea-
sured by comparing them to one another.

4.5 Human Evaluation

Ultimately, concept descriptions are for humans,
making human judgment essential for validating
the meaningfulness of automated metrics. We iden-
tify several distinct roles for human evaluation:

* Accuracy and Plausibility: The most com-
mon use is asking humans to rate if a descrip-
tion is a correct and plausible summary of
what a feature does, by showing them high-
activating examples (Bills et al., 2023; Elhelo
and Geva, 2025).

* Readability and Clarity: A description can
be accurate but incomprehensible. Works like
Li et al. (2024) focus specifically on evalu-
ating the linguistic quality and clarity of the
generated text.

* Ground-Truth Annotation: Instead of val-
idating a generated description, humans can
be used to create the ground truth itself, e.g.,
Kopf et al. (2025) employ human annotators
to label polysemantic neurons with multiple
concepts and apply similarity measures.

* Faithfulness and Usefulness: Humans can
also validate causal claims. Gur-Arieh et al.
(2025) ask humans to assess if a feature’s ef-
fect on model outputs aligns with its descrip-
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tion, providing a human-centric measure of
faithfulness.

Despite its importance, human evaluation is less
common in the mechanistic interpretability com-
munity compared to related NLP subfields (Geva
et al., 2022; Simhi and Markovitch, 2023). We
posit this is due to two factors: (1) the inherent
difficulty, cost, and ambiguity in labeling what
a polysemantic component “does”, and (2) the
community’s traditional focus on expert-centric,
debugging-oriented explanations over layperson-
understandable ones (Saphra and Wiegreffe, 2024).

5 Findings

Our survey of the landscape of concept descrip-
tions reveals several key trends. First, the recog-
nition that neurons can be polysemantic (Elhage
et al., 2022) has notable effects on methodological
choices. It has driven the widespread adoption of
model abstractions like SAEs (Bricken et al., 2023;
Cunningham et al., 2024), which aim to provide
more monosemantic interpretive units than the neu-
rons themselves. This insight has also inspired the
development of new frameworks that can capture
multiple concepts per feature, such as Kopf et al.
(2025).

Second, the evaluation of these descriptions is
maturing, moving beyond simple correlation scores.
The community is developing multi-faceted evalu-
ation metrics to assess descriptions from different
angles: their predictive power via simulation (§4.1),
their accuracy at capturing activating inputs (§4.2),
and their causal faithfulness to the model’s behav-
ior (§4.3). Frameworks that combine these perspec-
tives are becoming the new standard (Gur-Arich
et al., 2025; Puri et al., 2025).

6 Recommendations for Future Work

From Components to Circuits The current fo-
cus on describing individual neurons or features
is a necessary first step, but true understanding re-
quires knowing how these parts compose. Future
work should focus on scaling automated descrip-
tion methods to circuits. While circuit discovery
is an active research area (Ameisen et al., 2025;
Marks et al., 2025), the next frontier is to generate
a natural language description for an entire compu-
tational subgraph, explaining how multiple features
interact to implement a more complex function.

Scaling to New Data Domains and Modalities
Most concept description methods have focused
on models trained on general web text. A signif-
icant opportunity lies in applying these methods
to specialized domains. Describing the features
of models trained on legal text, medical data, or
source code could yield domain-specific insights.
Similarly, as models become increasingly multilin-
gual and multimodal, future work should explore
how concepts are represented across languages and
whether unified descriptions can be found for fea-
tures that respond to multiple modalities.

Analyzing the Interpreters Themselves As we
increasingly rely on LLMs to generate explana-
tions, we must critically analyze the “interpreters”
themselves. What types of concepts are LLM-
based describers biased towards? Do they tend
to produce simple, atomic descriptions (e.g., names
of cities) while missing more abstract or relational
ones (e.g., syntactic subject-verb agreement)? Fu-
ture work should include a meta-analysis of the
generated descriptions to understand their linguis-
tic properties, potential biases, and conceptual lim-
itations, ensuring that our window into one model
is not distorted by the lens of another.

A Finer-Grained View of Polysemanticity
SAEs have become the default solution to poly-
semanticity, but they are not a silver bullet. Future
research should explore more nuanced models of
feature activation. For instance, rather than assum-
ing a feature is simply “on” or “off”, its activation
level may matter; a feature might represent differ-
ent concepts at different intensities or in different
ranges (Haider et al., 2025). This calls for descrip-
tion methods that can capture this fine-grained de-
tail, such as PRISM (Kopf et al., 2025), to provide
a more complete picture of a feature’s function.

Rigorous Causal Evaluation While evaluation
methods are improving, most automated metrics re-
main correlational. The field must continue to push
towards more rigorous tests of faithfulness. This in-
cludes scaling up intervention-based methods that
test the causal effects of features on model outputs
(Paulo et al., 2024) and developing “stress tests”
that assess whether descriptions hold up under ad-
versarial or out-of-distribution contexts. Critiques
of the steerability of SAE features suggest that their
causal impact is not yet fully understood, making
this a critical area for future work (Wu et al., 2025).
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Standardized Benchmarks for Evaluation Fi-
nally, a significant accelerator for progress in con-
cept description methods would be the develop-
ment of standardized benchmarks inspired by the
Mechanistic Interpretability Benchmark of Mueller
et al. (2025). Future work could build on this by
creating benchmarks designed specifically to eval-
uate the quality of natural language descriptions.
Such a benchmark could include a suite of compo-
nents with agreed-upon “gold” descriptions, allow-
ing for a more systematic comparison of different
description and evaluation methods.

7 Conclusion

In conclusion, the use of LLMs to generate concept
descriptions for model components and abstrac-
tions represents a notable step towards demystify-
ing the internal workings of LLMs. Our survey
has charted a clear trajectory in this emerging field:
from early attempts to label individual, often poly-
semantic, neurons to higher-level abstractions like
SAEs and circuits. Concurrently, the methods for
evaluating these descriptions have matured from
simple predictive correlations to a multi-faceted
toolkit encompassing input-based purity, causal
faithfulness, and nuanced human judgment.

For practitioners, this field offers a powerful new
lens for model analysis, debugging, and auditing.
However, the path from a generated description to a
verifiable causal mechanism is not yet fully paved.
The high computational costs and the ongoing de-
bates around the faithfulness of these descriptions
mean they should be applied with a critical eye.
By continuing to refine the methods for generat-
ing these descriptions and, crucially, developing
more rigorous and standardized benchmarks for
their evaluation, the research community can forge
these techniques into indispensable tools for build-
ing more robust, transparent, and trustworthy NLP
systems.

Limitations

For scoping this survey, we limit our focus to
natural language concept descriptions for inter-
nal model components and abstractions. We in-
tentionally exclude other important families of in-
terpretability work, such as purely mathematical
analyses of model properties, feature visualization
techniques that do not produce textual output, and
methods focused on explaining final predictions
rather than internal functions.

We also note that the computational and finan-
cial costs associated with the methods surveyed are
substantial. Training high-quality SAEs requires
plenty of GPU resources, and the subsequent steps
of generating descriptions and performing auto-
mated evaluations often rely on expensive API calls
to proprietary models. These costs currently pose a
barrier to wider adoption and reproducibility, par-
ticularly in academic settings.

The vast majority of the research surveyed here
focuses on English-language models and text cor-
pora. The extent to which these methods and
the concepts they uncover generalize to other lan-
guages remains a largely open and important ques-
tion for future investigation.
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