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Abstract

Our goal is to study how LLMs represent and
interpret plural reference in ambiguous and un-
ambiguous contexts. We ask the following re-
search questions: (1) Do LLMs exhibit human-
like preferences in representing plural refer-
ence? (2) Are LLMs able to detect ambiguity
in plural anaphoric expressions and identify
possible referents? To address these questions,
we design a set of experiments, examining pro-
noun production using next-token prediction
tasks, pronoun interpretation, and ambiguity
detection using different prompting strategies.
We then assess how comparable LLMs are to
humans in formulating and interpreting plural
reference. We find that LLMs are sometimes
aware of possible referents of ambiguous pro-
nouns. However, they do not always follow
human reference when choosing between inter-
pretations, especially when the possible inter-
pretation is not explicitly mentioned. In addi-
tion, they struggle to identify ambiguity with-
out direct instruction. Our findings also reveal
inconsistencies in the results across different
types of experiments.

1 Introduction

Large language models (LLMs) have been shown
to reach human-like competence in a wide range of
natural language tasks (Touvron et al., 2023; Brown
et al., 2020). Communication between humans and
Al systems is becoming more ubiquitous, given
their remarkable language understanding and gen-
eration capacity. An important factor in effective
communication is the ability to handle ambiguity
in language. Although humans are very good at
resolving ambiguity based on context and common
sense knowledge, LLMs are designed with a strong
focus on accuracy. In fact, they have been shown
to struggle with capturing language ambiguity (Liu
et al., 2023; Wildenburg et al., 2024; Stengel-Eskin
et al., 2023; Karamolegkou et al., 2025). They are
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Figure 1: An illustration of the setup and results of our
prompting experiments about how the extent to which
LLMs can detect ambiguity in anaphoric expressions.
Psycholinguistic studies show that in the ambiguous
sentence above, humans prefer using if to refer to com-
bination of the engine and the boxcar or to one of the
objects. We found that LLMs’ responses vary depending
on how much information about ambiguity is present in
the prompt.

often unable to detect or generate ambiguous ex-
pressions. Since ambiguity is always present in
communication, this inadequacy can lead to mis-
understanding and the inability of LLMs to fully
comprehend the use of language in context.

In this work, we focus on the ambiguity in coref-
erence resolution. A lot of work has been done on
building coreference resolution systems (Yu et al.,
2020; Lee et al., 2017; Bohnet et al., 2023). More
recent efforts to evaluate LLMs have shown that
they can resolve coreference to some extent, yet it is
still a challenging task (Brown et al., 2020; Pradhan
et al., 2012; Gan et al., 2024). In actual commu-
nication, anaphoric expressions can sometimes be
ambiguous. This means that it is not always clear to
which referent the anaphoric expression refers. For
example, when we say Jane looked at Mary and
she smiled, the pronoun she possibly refers to Jane
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or Mary. Without further context, it is impossible
to disambiguate the pronoun.

Some research has been conducted on how
LLMs process anaphoric expressions. However,
most of the work focuses on singular reference
and specific cases of ambiguity such as gender-
ambiguous pronouns (Webster et al., 2018; Emami
et al., 2019). No research has been done specifi-
cally on the processing of plural reference. In this
paper, our aim is to study how LLLMs conceptualize
plural reference in both ambiguous and unambigu-
ous cases. We find plural reference particularly
interesting because it is highly dependent on how
humans conceptualize plurality. In psycholinguis-
tic research, formulating plural expressions is a
complex process because they introduce ambigu-
ity to the discourse (Cokal et al., 2023; Koh and
Clifton Jr, 2002; Moxey et al., 2012, 2004; Asher
and Wang, 2003; Patson, 2014). Our goal is to
study how LLMs produce, interpret, and repre-
sent plural reference in unambiguous and am-
biguous contexts.

We design a set of experiments, including next-
token prediction and prompting, to compare how
comparable LLMs are to humans in producing and
interpreting ambiguous and unambiguous plural
reference. We ask the following research questions.

RQ1: Do LLMs exhibit human-like preferences
when representing plural reference?

RQ2: Are LLMs able to detect ambiguity in plu-
ral anaphoric expressions and identify possible ref-
erents?

Our main findings are as follows: (1) LLMs
follow human preference when choosing between
interpretations in ambiguous cases where the pos-
sible referents are directly mentioned and struggle
to do so when they are not present in the input;
(2) LLMs fail to identify ambiguity without direct
instruction.

2 Background

There is a body of work in psycholinguistics that
shows that plural reference is more difficult to pro-
cess and interpret than singular reference because
the antecedents of plural anaphoric expressions
are usually underspecified (Patson, 2014), leaving
more possibilities to interpret them. For example,
in the pair of sentences below, the pronoun they
is more likely to refer to three people in 1(a) than
1(b). In 1(b), they may also refer to the group of

Tom and Dick.

(D) a. Tom, Dick, and Harry went to a restau-
rant last night. They ate a pizza.
b. Tom and Dick went to a restaurant

with Harry last night. They ate a pizza.

Here, we focus specifically on the cases where
there is an interaction between singular and plural
reference. These are cases where singular and
plural expressions are both probable. Moxey et al.
(2012) find that the degree of overlap in roles
between objects affects whether they are grouped
as a plural entity. For example, in sentences 2(a)
and 2(b), waitress is more related to waiter than
customer in that they are more likely to perform
the same action. As such, they is more likely to be
the continuation of 2(a) than 2(b).

2) a. The waiter and the waitress were in
the restaurant. __ (He/She/They)
b. The waiter and the customer were in

the restaurant. __ (He/She/They)

More recently, Cokal et al. (2023) investigate
how humans interpret singular and plural pronouns
in contexts where there is a whole-part relation be-
tween entities. When two singular objects are intro-
duced to the discourse, and they are combined into
a unified object, the new unified object is known
as a mereological object (Poesio et al., 20006). It
has been found that when more than one object
is present, a plural expression is preferred and the
use of a singular expression can cause process-
ing difficulty (Moxey et al., 2004; Sanford and
Moxey, 1995; Gordon et al., 1999). However, there
are cases where a singular reference may become
salient as a new entity is created by combining the
two antecedents.

3) a. The engineer attached the engine to
the boxcar and sent ___ (it/them)
b. The engineer detached the engine

from the boxcar and sent __ (it/them)

Consider the two sentences above. In 3(a),
through the verb attached, the engine and the box-
car are combined, introducing a new singular object
to the discourse. This new object is a train, though
it is never explicitly mentioned. Now, a singular
or plural reading is both appropriate. The pronoun
following the verb sent can be it or them, with it
referring to one of the parts (that is, the engine or
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the boxcar) or the new object (that is, the train).
In 3(b), however, the verb detached prevents the
formation of the mereological entity, as such, when
it is used, it can only refer to one of the objects.
Them is used to refer to the group of two objects.
Cokal et al. (2023) found that humans prefer us-
ing it more in 3(a) than 3(b). Moreover, they are
more likely to consider the mereological object
rather than the constituents to be the referent of
it. This suggests that when entities are joined, a
new unified group entity is created, making it a
preferred antecedent for singular pronouns. In the
following sections, we study how LLMs produce
and interpret pronouns in these ambiguous cases.

3 Ambiguity in LLMs

Ambiguity is when an expression can be interpreted
in different ways in a context. The use of everyday
language is full of ambiguity, and it is shown that
ambiguity indeed facilitates effective communica-
tion by minimizing effort (Piantadosi et al., 2012).
With LLMs, recognizing ambiguity can be chal-
lenging, as they are not trained for this purpose and
do not have access to pragmatic contexts.

An emerging body of research has been done
on how LLMs handle ambiguity in input. Stengel-
Eskin et al. (2023) focus on semantic parsing. They
prompt LLMs with ambiguous sentences with two
possible interpretations and ask them to respond
with the logical parses that correspond to the in-
terpretations. They found that LLMs are unable
to capture the possible interpretations in zero-shot
contexts but perform much better in the few-shot
contexts. Sedova et al. (2024) look at entity ambi-
guity. They show that while LLMs are aware of
the possible readings, they often struggle with ex-
plicitly verbalizing the ambiguity. Liu et al. (2023)
use a prompting-based approach to test the ability
of LLMs in disambiguating, recognizing, and mod-
eling different types of linguistic ambiguity. They
found that even GPT-4 still struggles with capturing
ambiguity.

In the domain of coreference resolution, some
studies have considered coreference to be one of
the main sources of ambiguity (Wildenburg et al.,
2024; Kamath et al., 2024; Liu et al., 2023; Gan
et al., 2024). However, the types of ambiguity they
cover are quite limited (Wildenburg et al., 2024;
Kamath et al., 2024; Liu et al., 2023) or strongly
focus on unambiguous reference (Gan et al., 2024).
The instances related to coreference account for

a small number in their datasets. As such, in this
work, we aim for a more extensive investigation of
different types of plural reference ambiguity.

4 Methods

We use two types of experiments to study how
LLMs process ambiguous plural references. For
both experiments, we test a number of re-
cent autoregressive decoder-only LLMs, namely
Qwen2.5-7B (Team, 2024), Aya-Expanse-8B
(Dang et al., 2024) and L1ama-3.1-8B (Touvron
et al., 2023). We evaluate the ability of LLMs to
process ambiguous plural anaphoric expressions
along the following dimensions. These capabilities
are tested using a combination of prompting and
next-token prediction tasks.

Production is the ability to predict the correct
pronoun for the referents. We test whether LLMs
are aware of the pronouns for all possible an-
tecedents. For example, in mereological contexts,
are they able to identify that both singular (mereo-
logical object) and plural pronouns (constituents)
are appropriate?

Interpretation means being able to directly spec-
ify the possible antecedents of the pronoun. Several
prompting experiments will be used to evaluate this
ability.

Detection refers to the ability to identify whether
the pronoun can have multiple possible antecedents.
This ability can be demonstrated through the ex-
tent to which LLMs can provide meta-linguistic
judgment of the ambiguity.

5 Production

5.1 Simple Plural References

We first look at the case of simple plural reference
as a baseline experiment, where the referents of the
pronouns are completely unambiguous. When the
direct object is singular, the pronoun referring to
that object must also be singular. In the experiment,
we asked the LLMs to predict the pronoun for both
singular and plural referents.

Dataset We use GPT-4o0 to generate the dataset !
It consisted of 74 pairs of sentence prefixes. After
the generation, we manually inspect each sentence

!'The GitHub repository consisting of the datasets and code
is available at https://github.com/dangthithaoanh/
ambiguous-plural-reference
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Model Condition Ps;ng Ppiur Diff.
Aya Singular 336 .009 326
Plural .014 484 -470
Llama Singular 352 .009 .343
Plural .012 467 -455
Qwen Singular 576 .007 .568
Plural .021 478  -.456

Table 1: Results of Probability Prediction Task for
Unambiguous Reference. Diff. is the probabil-
ity difference between singular and plural pronouns
(P;+ — Pihem), averaged across examples.

pair to ensure that they meet the following require-
ments: (1) The direct object must be a countable
object and (2) the second verb must be plausible
with both the singular and plural versions of the
direct object. Each pair differs in the number of
the direct object, causing a difference in the choice
of pronoun following the second verb. For each
sentence prefix, there is only one correct pronoun.
See the pair of sentences below for an example.

@) a. The Michelin chef prepared the dish
and served

b.  The Michelin chef prepared the dishes
and served

Results Table 1 shows the mean probability of

singular and plural pronouns and the difference
between them. As expected, we found that LLMs
produce much higher probabilities for the correct
pronouns for the sentence prefixes. This shows
that, in simple unambiguous contexts, LLMs are
fully capable of producing correct pronouns for the
antecedents.

5.2 Split Antecedents Reference

Moxey et al. (2012) find that the degree of overlap
between roles assigned to characters predicts the
formation of a plural reference object. If LLMs
exhibit a preference similar to that of humans, we
would expect that the probabilities of the plural
pronoun in 2(a) are higher than in 2(b), as shown
in Moxey et al. (2012). Following the study, we
include another condition in which the two charac-
ters are linked by the conjunction with instead of
and. There are studies showing that the conjunc-
tion with may decrease the preference for using
plural pronouns (Albrecht and Clifton, 1998; San-
ford and Lockhart, 1990). The pair of sentences
below shows the difference between the and and
with conditions.

The waiter and the waitress were in
the restaurant. __

b. The waiter was in the restaurant with
the waitress. __

6 a

Dataset The dataset is adopted from the materials
in Moxey et al. (2012). Each condition consists of
24 sentence prefixes. The conditions include one
with a high overlap between roles or spatial status.
In addition to the overlap of the roles, there are also
two other conditions where the conjunction linking
the two roles is different, namely and and with.
Using a 2x2 setting, this results in 4 conditions
per example. See Table 5 for an example of all
conditions.

Metric For each prefix, we extract and compare
the probability difference between singular and plu-
ral pronouns. Possible singular pronouns include
he and she (Pye/she). We consider the pronoun
with the highest probability. Plural pronoun is they

(Pthey)-

Model Condition Psing Ppiur Diff.
Aya High—And 015 163 -.148
High-With  .047 145 -.097
Low—And 016 100 -.084
Low-With .047 102 -.054
Llama  High—-And .013 129 -.116
High-With  .052 153 -101
Low—And 014 065  -.051
Low—With .065 d16 -.051
Qwen High—And .003 A51 -.147
High-With  .022 25 -.103
Low—And .003 075 -.072
Low—With .039 .088  -.048

Table 2: Results of Probability Prediction Task for Split-
antecedent Plural References. The High and Low condi-
tions represent high or low overlap between roles. And
and With are the conjunction linking the two roles. Diff.
is the probability difference between the singular and
plural pronoun (Pi;y,g — Ppiur), averaged across exam-
ples.

Results We compare the probabilities of singular
and plural continuations between conditions. Ta-
ble 2 reports the mean probabilities between the
targeted pronouns in all conditions for both LLM:s.
We run a two-way ANOVA with role overlap
and conjunction as independent variables. The
dependent variable is the probability difference be-
tween the singular and plural pronouns.

We find that the main effect of role overlap
was significant (Aya-Expanse-8B: F(1, 23) =
35.04, p <.001; Qwen2.5-7B: F(1, 23) = 16.7, p
<.001; L1ama-3.1-8B: F(1, 23) = 17.96, p <.001).
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The main effect of conjunction was also not sig-
nificant for Aya-Expanse-8B (F(1, 23) = 1.23, p
= .277) but was significant for Qwen2.5-7B (F(1,
23) = 5.85, p = .023) and Llama-3.1-8B (F(1,
23) = 33.37, p < .001). The interaction effect be-
tween conjunction and role overlap was not
significant (Aya-Expanse-8B: F(1, 23) =1.23, p
= .277; Qwen2.5-7B: F(1, 23) = 44, p = .512;
Llama-3.1-8B: F(1, 23) = 1.54, p = .226). This
result is consistent with Moxey et al. (2012), sug-
gesting that the degree of overlap of the roles be-
tween the antecedents affects how LLMs assign
probabilities to singular and plural pronouns.

5.3 Mereological Reference

We report experiments on the production of singu-
lar and plural pronouns in mereological contexts,
a type of ambiguous plural reference where two
distinct objects also form a unified object.

Dataset The dataset of this task consists of 44
pairs of mereological and non-mereological sen-
tences. Half of the dataset is adapted from the ma-
terial from Cokal et al. (2023). We manually gen-
erate more pairs of sentences following the same
template. Before running the main experiment, we
want to ensure that the model is aware of the mere-
ological object formed by attaching the two objects.
We annotate the dataset with the names of the mere-
ological objects and create another version of the
dataset, in which the original sentence prefixes are
appended with the token the. Each sentence in the
dataset for this experiment thus has the following
template: {The engineer attached the engine
to the goods wagon and sent the; engine;
wagon; train}

We then have the LL.Ms predict the next token
of the mereological sentences, where the mereo-
logical objects may have a higher chance of being
observed. We then look at the top 15 tokens with
the highest probabilities. If the mereological object
is one of those tokens, then the sentence prefix is
qualified. Otherwise, we remove the prefix from
the dataset. This results in a total of 44 pairs of
sentences.

5.3.1 Experiment 1: Pronoun Production

In this experiment, we test whether LLMs prefer
singular pronouns in mereological contexts when
the new objects are created. Through a next-word
prediction task, we extract the probabilities of if
and them in the mereological and non-mereological

Model Type P; Pipem  Diff.
Aya Mereo. .336 .009 .326
Non-mereo. .484 014 470
Llama Mereo. 352 .009 .343
Non-mereo. .467 .012 455
Qwen Mereo. 363 .005 357

Non-mereo. .507 012 494

Table 3: Results of Probability Prediction Task for
Mereological Reference. The Diff. column represents
the mean probability difference between it and them

(Pit - Pthem)'

sentences. If the pronoun is it, it refers to the in-
dividual object (that is, engine or boxcar) or the
mereological object (i.e., train).

Metric We compare the probability difference
between it and them in the mereological (Dmereo)
and non—-mereological (D n mereo) sentences. The
following formulas show how we calculate the dif-
ference.

Dinereo = itlmereo — f)them|mereo

DN mereo = 1Dit|N.mereo - Pthem|N.mereo

If the difference is larger in the mereological sen-
tences than the non-mereological sentences, then
the LLMs show a higher preference for it, as found
in Cokal et al. (2023).

Results Table 3 demonstrates how LLMs assign
probabilities to it and them in mereological and non-
mereological cases. It can be seen that LLMs prefer
using it in both contexts. We run paired-sample #-
tests, comparing D, ,ereo and D N mereo across all
pairs of sentences. The results show that the dif-
ference is significantly larger in non-mereological
contexts (Aya-Expanse-8B: ¢t = -4.78, p < .001;
Llama-3.1-8B: t=-3.88, p <.001; Qwen2.5-7B: ¢
=-5.73, p <.001). The statistical results show the
opposite of what we expected. LLMs give higher
probability to the singular pronoun when process-
ing non-mereological sentences. It should be noted
that this result does not reflect whether LLMs give
a higher preference to the mereological object in
mereological contexts because we do not yet know
what it refers to. As such, we run another experi-
ment, in which we consider the probabilities of the
objects themselves.

5.3.2 Experiment 2: Object Production

After the first experiment, we observe that it has
very high probabilities in both contexts. However,
while the pronoun them clearly refers to the group
of two objects, the antecedent of the pronoun it
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can be highly ambiguous. It can refer to either the
mereological object or one of the constituents. We
also observe that the probability of the is quite high:
in most cases, the next most probable token is the,
which can be followed by the individual object or
the mereological object. Thus, evidence for mereo-
logical object preference can also be demonstrated
when the direct object of the verb is specified. As
such, we conducted another experiment with the af-
ter the original prefix. Adding the forces the LLMs
to specify the object to be referenced.

Dataset We use the same dataset from Experi-
ment 1 and append the to the sentence prefixes.
See Table 5 for a complete example of the dataset.

Metric We compare the probabilities of the indi-
vidual objects with higher probabilities (F;,4.) and
the mereological object (Prereo.). See the formu-
las below for the detailed calculation of the metric.

Dmereo = - Pmereo.\mereo

ind.|mereo

DN mereo = Pind.\N.mereo — “'mereo.|N.mereo

If the probability difference between the mereo-
logical objects and the constituents in the mereolog-
ical cases (Dnereo) 18 higher than that in the non-
mereological cases (Dn.mereo), then the LLMs
show a greater preference to choose the mereo-
logical objects as the referent for the pronoun it in
mereological contexts.

Model Type P;rnd. Prereo. Diff.
Aya Mereo. .076 114 -.038
Non-mereo. .099 .054 .044
Llama Mereo. .091 .081 .009
Non-mereo. 134 .048 .085
Qwen Mereo. .059 191 -.132
Non-mereo. .206 .045 .160

Table 4: Results of Probability Prediction Task for Ob-
ject Production Experiment. Diff. is the mean proba-
bility difference between P;,,4. and Pyereo.-

Results In Table 4, we display the mean
probability of individual objects, the mereolog-
ical objects, as well as the difference between
them. For Aya-Expanse-8B and Qwen2.5-7B,
the mean probability of the mereological object
is higher than its constituents. Paired-sample #-
tests show that D,,,¢,¢, 18 significantly larger than
DN mereo (Aya-Expanse-8B: t = -2.845, p = .006;
Llama-3.1-8B: ¢t=-2.669, p=.01; Qwen2.5-7B: ¢
=-5.825, p <.001). This result suggests that when
directly choosing an object for the second verb (e.g.

sent), the LLMs do prefer the joined object more
in the mereological contexts.

6 Interpretation

While Section 5 aims at testing whether LLMs are
able to produce correct pronouns in unambiguous
and ambiguous contexts, in this Section we look
at how LLMs interpret these pronouns. Do they
interpret them differently in ambiguous contexts?
Do they notice possible ambiguity? To do this,
we use various prompting techniques to study the
extent to which LLMs can detect ambiguity and
generate possible referents for the pronouns.

Previous studies have found that while LLMs
may be aware of the potential ambiguity in input,
they are sometimes unable to transform this knowl-
edge into a textual explanation (Stengel-Eskin et al.,
2023; Karamolegkou et al., 2025). Taking into ac-
count such a possibility, we use two prompting
directions. In Prompt 1 (P1), we ask LLMs to pro-
vide all possible referents for a pronoun. In Prompt
2 (P2), LLMs have to choose the referent for the
pronoun among those in a supplied list. Some of
the listed referents suggest ambiguity, to see to
what extent the LLMs can make use of them to de-
tect ambiguity. In Prompt 3 (P3), we ask LLMs if
the mereological object can be the referent. Finally,
we ask if the LLMs think that the pronoun if is am-
biguous (P4). All of our prompts are few-shot. See
Appendix A for details about our prompt designs
and how we code LLMs’ responses.

For baseline comparison, we also prompt LLMs
on the simple reference dataset. The experiments
are run on two LLMs, namely Aya-Expanse-8B
and Qwen?2.5-7B.

6.1 Reference Identification

Unambiguous Reference As a baseline, we first
test whether LLMs can choose the correct an-
tecedent for simple unambiguous reference using
the dataset described in Section 5.1. The results are
not surprising. The LLMs reach 100% accuracy.
This shows that in unambiguous contexts, LLMs
are fully able to choose the correct antecedents for
pronouns.

Ambiguous Reference We report the results of
P1 and P2 for the mereological dataset. When
being asked to list all possible referents for
it, the LLMs show somewhat different patterns.
Aya-Expanse-8B consistently chooses one of the
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Reference Type Sentence prefix

Expected pronoun Metrics

Simple Singular/Plural The chef prepared the dish and served __ it/them Py — Pipem
The chef prepared the dishes and served __ it/ them
Split-Antecedent The waiter and the waitress were in the restaurant. __ he / she / they Phesshe — Prhem
Moxey et al. (2004, 2012) The waiter was in the restaurant with the waitress. __
The waiter and the customer were in the restaurant. __
The waiter was in the restaurant with the customer. __
Mereological The engineer attached the engine to the goods wagon and sent __ it / them Dmerco — DNomereo

Cokal et al. (2023)

The engineer detached the engine from the goods wagon and sent
The engineer attached the engine to the goods wagon and sent the __

mereo. obj. / ind obj . Djereo. — DN.mereo

The engineer detached the engine from the goods wagon and sent the __

Table 5: Examples of the datasets used in all experiments. The types with expected pronouns in |blue mean that

there can only be one possible pronoun and it is unambiguous. Those in | pink mean that multiple pronouns are

possible.

constituents as the only referent in both mereologi-
cal and non-mereological contexts. Qwen2.5-7B is
better at recognizing that the pronoun is ambiguous
and that both objects can be the referent (50%).
However, both rarely mention the mereological ob-
ject as a possible referent (11.3%).

Figure 2 (top, left) shows the percentage of
each answer choice in mereological and non-
mereological contexts. When LLMs are forced
to choose an antecedent for pronoun iz, they gen-
erally prefer to link if to the first object. Notably,
for Qwen2.5-7B, the number of times the LLMs
choose the first object is much higher in the non-
mereological cases than in the mereological cases.
However, Aya-Expanse-8B gives nearly equal
preference for the first object and the mereolog-
ical object. The preference for the second object is
quite similar in both cases. As a result, the percent-
age of choosing the mereological object is higher in
the mereological cases (Aya-Expanse-8B: 37.3%,
Qwen2.5-7B: 22%) than the non-mereological
cases (22.8%). This shows that LLMs give higher
preference to the mereological object in mereologi-
cal contexts. However, they seem to be more likely
to link the pronoun if to the constituent in both
cases.

Another answer choice that we are also inter-
ested in is D. any of the above objects. 1f the LLMs
choose D, they think that all objects are equally
likely to be the referent for the pronoun it. In fact,
if the models understand that it is ambiguous, this
option has to be the most-chosen one. The low
percentage of this option shows that, when being
asked, the LLMs tend to specify an object as a
referent instead of accepting the ambiguity. This
shows that when the LLMs are instructed towards
choosing a single referent, they often fail to identify
the ambiguity that is present.

A surprising result is that Aya-Expanse-8B
chooses it as referring to the mereological ob-
ject quite often in the non-mereological prompts
(21.3%), where the mereological object is not avail-
able as a possible antecedent. This can be an effect
of word frequency, such that the mereological ob-
ject is more frequent or more likely to be preceded
by the main verb.

6.2 Ambiguity Detection

We now examine the results of P3 and P4 where we
test the extent to which LLMs can detect ambiguity
given direct mention. Recall that in P4, we ask
the LLMs if it is ambiguous. We also run this
experiment on unambiguous sentences. We find
that in 97.7% of the cases, they correctly identify
the pronoun as unambiguous.

Figure 2 (bottom, right) shows the percentage of
Yes and No responses. We found that LLMs consis-
tently identify the pronoun it as an ambiguous one
(100%) in both mereological and non-mereological
cases. This is rather surprising given that in the
P2 they almost never choose the option that indi-
cates ambiguity (i.e. any of the above objects).
In addition, in the explanations of LLMs, they
also generate possible antecedents of it. In 13.6%
(Aya-Expanse-8B) and 18.2% (Qwen2.5-7B) of
the mereological prompts, they include the mereo-
logical object as a possible antecedent, compared
to 2.3% in the non-mereological prompts.

In P3, we ask the LLMs if the mereologi-
cal object can be the referent of it. The per-
centage of Yes in the mereological cases is mod-
erate for both LLMs (Aya-Expanse-8B: 61.4%,
Qwen2.5-7B: 59.1%).
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P1: Aya-Expanse-88 P1: Qwen2.5-78

0- v v 1 - v

Ind. Ind. + Ind. Ind. + Mereo. Ind. Ind. + Ind. Ind. + Mereo.

P3: Aya-Expanse-88 P3: Qwen2.5-78

0-
No Yes No Yes

Ambiguous  Ambiguous + Mereo.

Condition

P2: Aya-Expanse-88B P2: Qwen2.5-7B

Mereological

B Non-Mereological

Obj. 2 Mereo Obj. Any Ob.1  Obj.2 Mereo Obj. Any

P4: Aya-Expanse-88 P4: Qwen2.5-7B

Ambiguous  Ambiguous + Mereo.

Figure 2: Results of prompting experiments with four different prompts (P1, P2, P3, and P4). The x-axis displays
different types of LLMs’ responses. In P1, Ind. is the one of the constituent. Ind. + Mereo. means that they
listed both the constituents and the mereological object. In P2, the LLMs choose between the constituents (Obj. 1
and Obj. 2, the mereological object (Mereo. Obj. or any of the mentioned objects (Any). In P3, they answered
Yes or No to whether the mereological object can be the referent. In P4, the LLMs all identified it as ambiguous.
The Ambiguous + Mereo. column shows when the LLMs mention the mereological object as a possible referent.

SAMPLE RESPONSE - AYA-EXPANSE-8B

<USER> Consider the referent of the pronoun ’it’ in
the following sentence:

The hardworking, experienced autoworker removed
the suspension from the chassis and sent it __.

Can ’it’ refer to the car?

<ASSISTANT> Yes, in the given sentence, the pro-
noun ’it’ can refer to the car. The sentence is dis-
cussing an action performed on a car, specifically the
removal of the suspension from the chassis. Since ’it’
is used to refer to the object that is being acted upon,
it logically follows that ’it’ refers to the car.

Notably, these percentages are much higher
than those in P1 and P2. Yet, on the other
hand, the difference between mereological and
non-mereological contexts is quite small. Espe-
cially for Aya-Expanse-8B, the results are similar
in the non-mereological cases, which is counter-
intuitive because the mereological object should
not be available as a referent given the detaching
action. The text above is an example response
where Aya-Expanse-8B thinks that iz can refer to
the mereological object in the non-mereological
sentence. When the car (mereological object) is
mentioned in the prompt, the model believes that
the suspension and the chassis are parts of a car.

When the autoworker removes one of the parts (e.g.,
the suspension), the remaining is still a car. How-
ever, this line of reasoning does not appear in P4,
when the mereological object is not mentioned in
the non-mereological prompt. The model simply
responds that both constituents can be the referent.
This suggests a crucial difference in LLMs’ prefer-
ence when a potential referent is mentioned in the
prompt or not.

7 Discussion

In the above experiments, we assess LLMs’ ability
to identify different types of coreference ambiguity
using probability-based and prompting-based ap-
proaches. In the split-antecedent references, LLMs
show a strong alignment with human preference
(Moxey et al., 2004, 2012). When the roles as-
signed to the antecedents indicate that they may be
involved in the same action, they are more likely to
be referenced as a plural entity. However, in mere-
ological contexts, the results are more complex.
On the one hand, LLMs show preference for the
mereological object following the verb, as shown
in the Object Production experiment. On the other
hand, the Interpretation experiment shows the lack
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of self-consistency of LLMs between prompting
strategies and hints about ambiguity and the mere-
ological objects. Without hints of ambiguity, they
almost never recognize the ambiguity when being
prompted with P1 and P2, although these prompts
do not exclude the possibility that the pronoun is
ambiguous. They also do not explicitly mention
the mereological object as a referent except when it
is provided in the prompt. Generally, LLMs prefer
to link if to the first constituent.

However, in P2 and P3, where the mereolog-
ical objects are presented in the prompts, they
are chosen or listed much more frequently (40%—
60%). This leads to the possibility that LLMs
may exhibit this psycholinguistic phenomenon
when direct instruction is provided. This hypoth-
esis is complemented by the results of the Ob-
ject Production experiment where some LLMs
(Aya-Expanse-8B and Qwen2.5-7B) give higher
probabilities to mereological objects in mereologi-
cal contexts. This possibility aligns with Stengel-
Eskin et al. (2023) and Karamolegkou et al. (2025),
who find that LLMs are better at producing dif-
ferent interpretations in few-shot contexts. Taken
together, these results may imply that LLMs may
not be able to apply their knowledge of ambigu-
ity without specific instruction. In other words,
they sometimes know the possible interpretations,
but struggle to consistently show them in differ-
ent types of instruction. This may be the case,
as LLMs successfully detect ambiguity between
the constituents in P4. However, the results of
P3, where the difference between mereological and
non-mereological contexts is not considerable, the
mention of the mereological objects may not mean
that the LLMs actually recognize the joined ob-
ject. As mentioned before, the effect of frequency
may be present. This suggests that the LLMs may
be able to detect potential referents when they are
mentioned in the input but fail to take into account
the mereological object, a more complex referent.
This suggests that while LLMs broadly capture the
basic findings about plural pronoun preferential in-
terpretation from classic papers such as (Moxey
et al., 2004, 2012), their preferences differ from
those captured in more recent literature such as
Cokal et al. (2023).

We also observe that, while the LLMs perform
quite similarly in the next-word prediction task,
they exhibit different patterns in prompting tasks.
Qwen2.5-7B seems to align more with humans.
The model indeed chooses the mereological ob-

jects more in mereological contexts.

8 Conclusion

In this paper, we conduct a set of experiments to
investigate whether LLMs are able to capture differ-
ent interpretations of ambiguous plural reference
and whether their representations of reference are
comparable to how humans do in psycholinguis-
tic literature. Our mixed findings contribute to a
larger picture of the degree to which LLMs possess
knowledge of ambiguity and how this knowledge
is used.

9 Limitations

Our study provides new insights into how LLMs
process text with different types of coreference
ambiguity. Yet it has a few limitations that need
to be noted. First, in the mereological cases, we
think that the frequency of the constituents and
the mereological object affect its likelihood to be
chosen by the LLMs in both the next-token pre-
diction and prompt tasks. For example, in the sen-
tence The shoemaker stripped the leather from the
sole and inspected it __, the mereological object
shoe is much more common than the leather or the
sole. Although we try to select the verb that can
be done on both constituents and the mereologi-
cal objects, this effect of frequency is likely to be
present, leading the LLMs to choose the mereolog-
ical object as the referent without knowledge of
the mereological relation. Secondly, the LLMs that
we tested are rather small (around 7-8B). Investiga-
tions into larger LLLMs are important as they may
exhibit higher competency in interpreting ambigu-
ous pronouns. In addition, we rely on prompting
results, which may not always reflect the repre-
sentation and reasoning capability of the LLMs.
Future research may use recent mechanistic inter-
pretability approaches for a more thorough and
dimension-wise investigation of how LLMs repre-
sent ambiguous references (Syed et al., 2024; Vig
et al., 2020; Hanna and Mueller, 2025). Such meth-
ods involve interventions on the LLMs’ hidden
activations, which potentially uncover the process
underneath the LLMs’ generation.

In addition, as pointed out by the reviewers, we
may be quite strict in evaluating LLMs’ ability to
provide metalinguistic judgements about ambigu-
ity because even humans can still have difficulty
identifying it. We did not conduct the prompting
experiments on humans, so we do not know their
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preferences. We acknowledge this as one of the
limitations of the paper.

10 Ethical Considerations

The study uses only publicly available linguistic
stimuli from previous research and synthetic data
generated by LLMs. It does not include any data
from human participants.
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A Prompt Construction

A.1 Prompt without Explicit Hints of
Ambiguity

A.1.1 Prompt 1: Open-ended Questions

In the first prompt, we ask the LLMs to generate

all possible antecedents for iz. The goal is to see

whether they have a deterministic choice or also
consider other possible candidates.

Prompt template 1

uitu

What is the

<USER> Consider the pronoun in the
following sentence prefix.
"it"? List

referents if there are any.

referent of all possible

Sentence: <sentence>

<ASSISTANT>

See the excerpt below for an example prompt
and the LLM’s response.

<USER> Consider the referent of the pro-
noun ’it’ in the following sentence:
Sentence: The bike rider clipped the
wheel to the frame and checked it __
What is the referent of ’it’? List all pos-
sible referents if any.

<ASSISTANT> In the sentence "The
bike rider clipped the wheel to the frame
and checked it," the pronoun "it" likely
refers to either "the wheel" or "the
frame."

Given the sequence of actions described,
the most logical interpretation would be
that the bike rider has just clipped the
wheel to the frame and then proceeded to
check the frame for proper attachment or
alignment. However, without additional
context, there’s also a possibility that
"it" could refer to the wheel again,
checking to ensure that the wheel has
been securely attached to the frame.
Therefore, the possible referents for "it"
are:

1. The wheel
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2. The frame

We divide LLMSs’ responses into two categories.
If the LLMs only list one of the constituents, their
responses are coded as Ind.. If they choose be-
tween the two constituents, these are coded as Ind.
+ Ind. In case they mention both constituents and
the mereological object, responses are coded as
Ind. + Mereo.

A.1.2 Prompt 2: Multiple-choice Questions

We append the expected pronoun to the sentence
prefixes and ask the model to choose from the three
objects using a multiple-choice format. To con-
trol for the effect of prompt difference, we use two
types of prompts. In the multiple-choice question,
there are two other options (D. any of the above
objects), which imply that the pronoun is ambigu-
ous and any of the mentioned objects can be the
pronoun’s referent and (E. none of the above ob-
Jject). Previous studies on how LLMs respond to
multiple-choice questions have shown that LLMs
prefer certain answer symbols, regardless of the
actual content. In order to control for this effect,
we shuffle the order of the options except for option
D and E, resulting in a total of three different runs,
and take the mean over runs.

Prompt template 2

<USER> Consider the pronoun "it" in the
following sentence:

Sentence: <sentence>

Which object does "it" refer to?

A. first object

B. second object

C. mereological object

D. any of the above objects

E. none of the above objects

Answer:

<ASSISTANT>

See the excerpt below for an example prompt
and the LLM’s response.

<USER> Consider the pronoun "it" in
the following sentence:

Sentence: John put the card into the en-
velope and hid it __.

Which object does "it" refer to?

A. the card

B. the envelope

C. the letter

D. any of the above objects

E. none of the above objects

Answer:

<ASSISTANT> The answer is A. the
card.

In the sentence "John put the card into
the envelope and hid it," the pronoun ’it’
refers to the last object mentioned before
it, which is ’the card.” This is a common
usage of pronouns in English, where ’it’
is often used to refer back to the nearest
noun in a sentence.

The answer choices are coded as follows.
—0bj. 1: The first object
—0bj. 2: The second object
—Mereo.: The mereological object
— Any.: Any of the above objects
— None.: None of the above objects

A.2 Prompt with Explicit Mention of
Ambiguity

A.2.1 Prompt 3: Open-ended Questions

We add various hints of ambiguity to study whether

LLMs’ responses are affected. To see if the LLMs

are aware of the mereological object. We directly

ask the LL.Ms if the mereological objects can be

the referent for it. Responses are coded as either

Yes or No.

Prompt template 3

nitu

following sentence. Can "it" refer to the

<USER> Consider the pronoun in the

<mereological object>? Provide the answer
and explain.

Sentence: <sentence>

<ASSISTANT>

See the excerpt below for an example prompt
and the LLM’s response.

<USER> Consider the referent of the
pronoun ’it’ in the following sentence:
Sentence: The shoemaker glued the
leather to the sole and inspected it __.
Can ’it’ refer to the shoe?

<ASSISTANT> Yes, "it" can refer to the
shoe in this sentence. The context sug-
gests that after the shoemaker has glued
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the leather to the sole, they then inspect
the completed shoe or the work as a
whole. Without additional context, the
most natural and probable interpretation
is that "it" refers to the shoe that has been
recently made. However, depending on
the broader context of the paragraph or
the surrounding sentences, there could
potentially be other referents for "it."

A.2.2 Prompt 4: Open-ended Questions

Finally, we use an open question format to test
whether LLMs capture the fact that the pronoun
it can refer to multiple referents. As shown in
prompt 2, the model was asked to tell whether the
pronoun it is ambiguous and explain their answer.
<sentence> is the sentence prefix.

Prompt template 4

<USER> Is the pronoun "it" in the following
sentence ambiguous? Provide the answer and
explain.

Sentence: <sentence>

<ASSISTANT>

See the excerpt below for an example prompt
and the LLM’s response.

<USER> Is the pronoun ’it’ in the fol-
lowing sentence ambiguous?

Provide the answer and explain.
Sentence: The railway worker attached
the engine to the goods wagon and sent
it__

<ASSISTANT> Yes, the pronoun ’it’ in
the given sentence is ambiguous.

The sentence "The railway worker at-
tached the engine to the goods wagon
and sent it __" does not clearly specify
whether ’it’ refers to the ’engine’ or the
’goods wagon’. Without additional con-
text, there are two possible interpreta-
tions:

1. The railway worker attached the en-
gine to the goods wagon and then sent
(moved) the engine. 2. The railway
worker attached the engine to the goods
wagon and then sent (moved) the goods
wagon.

The ambiguity arises because ’it’ could
be referring to either of the two nouns
mentioned previously in the sentence
without any clear indicators such as an ar-
ticle or modifying phrase. To remove this
ambiguity, more context or specific lan-
guage would be needed to clarify what
exactly was sent.

LLMs responses are divided into: (D)
Unambiguous, where the LLMs do not recognize
the ambiguity of the pronoun, (2) Ambiguous,
where the LLMs think that the two constituents are
both possible to the referent, and (3) Ambiguous +
Mereo., where they also mention that the mereo-
logical object is also likely to be a referent.
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