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Abstract

In this work, we systematically explore training
methods and perform hyperparameter tuning
to identify key language model parameters up-
per bounded by 28 million. These models are
designed to generate a broad spectrum of ba-
sic general knowledge in simple and coherent
English with limited generalization ability. We
use the Simple English Wikipedia as the train-
ing dataset, selecting samples between 64 and
512 words, which provides a high-quality, com-
pressed representation of general knowledge in
basic English. Through hyperparameter tuning,
we identify the best-performing architecture,
yielding the lowest training loss, as a decoder-
only Transformer with rotary positional en-
coding, multi-head attention, root-mean-square
normalization, Gaussian error linear unit activa-
tion, post-normalization, no interleaved group
query attention, an embedding dimension of
512, 8 layers, 8 attention heads, a feedforward
dimension of 2048, and zero dropout. Models
trained with a learning rate decaying linearly
from 10−4 to 10−5 over 64 epochs achieve a
training loss of 0.1, which appears sufficient
for reproducing text more effectively than mod-
els trained to losses of 0.2 or 0.5. Fine-tuning
on rephrased text further demonstrates that the
model retains its ability to produce simple and
coherent English covering broad basic knowl-
edge, while exhibiting limited generalization
capability.

1 Introduction

Several works have developed language models ca-
pable of performing a wide range of tasks (Sindhu
et al., 2024), including but not limited to code com-
pletion (Husein et al., 2025), question answering
(Nassiri and Akhloufi, 2023), and text summariza-
tion (Zhang et al., 2025). Large language models
often contain more than a billion parameters and
are typically trained on more than 100 billion to-
kens (Raiaan et al., 2024). However, such large-
scale models present challenges in terms of deploy-

ment on local devices, and their substantial carbon
footprint underscores the need to reduce computa-
tional requirements while maintaining comparable
or acceptable performance.

Practitioners have also released language mod-
els with less than one billion parameters that are
capable of generating grammatically correct and
informative text, such as the 0.6B models from
Qwen3 (Yang et al., 2025) and the 135M and 360M
models from SmolLM (Allal et al., 2025). While
some information regarding the model architec-
ture, training hyper-parameters, and training data
is often provided, details on how the architecture,
hyper-parameters, model checkpoints, or datasets
are selected are rarely, if ever, discussed.

In this work, we aim to identify the transformer-
based language model with the minimum number
of parameters less than 28 million (M) capable of
generating broad spectrum of basic general knowl-
edge in simple and coherent English and has lim-
ited generalization ability. The Simple English
Wikipedia dataset is used for training, as we con-
sider it a high-quality and compact dataset that
covers a broad range of general knowledge in ba-
sic English, compared to other datasets such as
WikiText-2. As a starting point, we set the target of
learning a dataset containing 20 M tokens within
10 epochs. Following the result reported in Table
3 of (Hoffmann et al., 2022), we use the empiri-
cal observation that the optimal number of model
parameters is approximately equal to the total num-
ber of training tokens divided by 20. This yields a
target of roughly 10 M parameters for our setting
(20 M tokens × 10 epochs ÷ 20). Our study there-
fore focuses primarily on models with parameter
counts exceeding 10M, up to 28M parameters, for
over-parameterization.

We investigate models with varying numbers
of decoder blocks, trained under different layers,
batch sizes, learning rates, and training strate-
gies. For dataset selection, we compare the Sim-
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ple English Wikipedia dataset with the WikiText-2
dataset. We discard WikiText-2, since it contains
non-English characters as some of the most fre-
quent tokens, suggesting that the dataset may not
consist of coherent and simple English compared
to Simple English Wikipedia. The Simple English
Wikipedia dataset is further processed by removing
entries with fewer than 64 words and more than
512 words, as shorter entries often consist of in-
complete sentences and longer entries exceed the
sequence length of the model. The resulting dataset
is referred to as the long-context subset. Analysis
of the word frequency distribution in Simple En-
glish Wikipedia shows that 2,206 words appear
more than 500 times, motivating the choice of a
vocabulary with 2,048 tokens.

We evaluate models trained on the Simple En-
glish Wikipedia dataset under different batch sizes,
learning rates, and training strategies. The first
strategy, referred to as the 2-stage training method,
involves initially training on short-context data
with a small maximum sequence length for sev-
eral epochs, followed by training on long-context
data with a larger maximum sequence length. The
second strategy, referred to as the interleaved train-
ing method, alternates between short- and long-
context datasets each epoch, with corresponding
adjustments to the maximum sequence length, to
mitigate catastrophic forgetting. Our results show
that the best-performing model, achieving the low-
est training loss within 10 epochs, is a decoder-
only Transformer with rotary positional encoding,
multi-head attention, root-mean-square normaliza-
tion, Gaussian error linear unit (GELU) activation,
post-normalization, no interleaved group query at-
tention, an embedding dimension of 512, 8 layers,
8 heads, a feedforward dimension of 2048, zero
dropout, and a learning rate of 10−4 trained with
standard mini-batch gradient descent. Analysis of
generated text indicates that a training loss of 0.1
is sufficient for the model to reproduce the target
text more effectively than models trained to losses
of 0.2 or 0.5.

To evaluate limited generalization ability, we
fine-tune the 0.1-loss pre-trained model on
rephrased text. The fine-tuning dataset is con-
structed from 100 selected entries of the long-
context subset of Simple English Wikipedia. Each
entry is split into two parts: the first as the con-
text and the second as the target. The context is
rephrased into three variants using ChatGPT-5. The
rephrased contexts paired with the original target

form new training and evaluation entries: the first
and second rephrased contexts are used for the train-
ing set, the third rephrased context is used for the
test set, and the original context is used for the
validation set. After fine-tuning for 64 epochs, we
select the model with the lowest validation loss and
evaluate it on five entries each from the validation
and test sets. The model successfully reproduces
the target text for two of five entries in both the
validation and test sets, succeeds only in the test set
for one entry, succeeds only in the validation set
for one entry, and fails on both sets for one entry.
These results demonstrate that the fine-tuned model
exhibits limited generalization ability, while main-
taining the ability to generate simple and coherent
English covering a broad spectrum of basic general
knowledge.

2 Data Preparation

2.1 Dataset Selection

To build a model capable of generating a broad
spectrum of basic general knowledge in simple and
coherent English, we aim to identify a suitable text
dataset for training. We considered two datasets as
candidates: the WikiText-2 dataset (Merity et al.,
2016) and the Simple English Wikipedia dataset
from the 100M training set of the BabyLM Chal-
lenge (Charpentier et al., 2025).

To make the datasets suitable for training, we
process them to ensure that each data entry corre-
sponds to text related to a single Wikipedia topic.
In the Simple English Wikipedia dataset, topics
are enclosed by the “= = =” symbol, with the re-
lated context in the following lines, and each topic-
context pair separated by two newline symbols. We
construct the training dataset by extracting each
context as a single entry, resulting in 116,031 sam-
ples containing a total of 13,707,770 words. For the
WikiText-2 dataset, topics are enclosed by a single
“=” symbol, while subsections and subsubsections
are enclosed by “= =” and “= = =” symbols, re-
spectively. We process the dataset by extracting the
text associated with each topic enclosed by a single
“=” symbol, continuing until the next topic marker.
This yields 629 samples with a total of 2,051,910
words.

To compare the datasets, we first inspect his-
tograms of sample counts versus word counts. A
sample corresponds to text associated with one
topic, and the word count is computed as the num-
ber of consecutive character sequences separated
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(a) Simple English Wikipedia Dataset

(b) WikiText-2 Dataset

Figure 1: Histogram of the number of data entries
in each word count range. Most data entries con-
tain between 32 and 127 words in the Simple English
Wikipedia dataset, while most data entries contain be-
tween 1,024 and 8,191 words in the WikiText-2 dataset.

by whitespace (spaces, tabs, or newlines). The
histogram in Figure 1a shows that most Simple En-
glish Wikipedia data entries contain between 32
and 127 words, while most WikiText-2 data entries
contain between 1,024 and 8,191 words, as shown
in Figure 1b. We also examine the ten most fre-
quent words in each dataset. In Simple English
Wikipedia, these are: “the”, “of”, “in”, “and”, “a”,
“is”, “to”, “was”, “The”, and “for”. In contrast, the
top-10 words in WikiText-2 are: “the”, “,”, “.”, “of”,
“<unk>”, “and”, “in”, “to”, “a”, and “=”. Four of
these ten tokens are not actual words, suggesting
improper processing during text extraction. Since
tokens such as “<unk>” do not appear in natural
English, and isolated “,” and “.” are uncommon,
we conclude that WikiText-2 may degrade the abil-
ity of a language model to learn proper English.
Therefore, we discard the WikiText-2 dataset.

2.2 Processing the Simple English Wikipedia
Dataset

The statistics of the Simple English Wikipedia
dataset from the 100M training set of the BabyLM

Challenge (Charpentier et al., 2025) are presented
in Table 1, where word counts are computed as the
number of consecutive character sequences sepa-
rated by whitespace.

To further assess dataset quality, we examine
entries across different word count ranges. Exam-
ples are shown in Figure 7 to Figure 11. Entries
with fewer than 8 words (Figure 7) are mostly in-
complete sentences and insufficient to describe a
topic. In contrast, entries with 8 words or more
(Figs. 8 to 11) typically consist of complete sen-
tences and are adequate to describe a topic. Most
entries fall within 8 to 511 words, consistent with
the distribution shown in Figure 1a.

2.3 64–512 Word Subset of the Simple English
Wikipedia Dataset

We construct a 64–512 word subset of the Sim-
ple English Wikipedia dataset by excluding entries
with fewer than 64 words. The statistics of this sub-
set are reported in the third row of Table 1. Each
sample is padded or truncated to a maximum of
1,024 tokens. Note that these statistics are com-
puted on the truncated entries. During tokenization
and detokenization, isolated symbols such as “,”
and “.” are concatenated to the preceding word,
resulting in slightly lower word counts than the
predefined minimum.

2.4 Tokenizer

For training on the Simple English Wikipedia
Dataset, we construct a tokenizer using GPT-2 style
byte-pair encoding (BPE) (Radford et al., 2019)
trained on the 64–512 word subset. The tokenizer
includes the special tokens [PAD], [UNK], [MASK],
and [EOS].

To determine the vocabulary size, we plot the fre-
quency distribution of unique words in the 64–512
word subset (Figure 2). We observe that 2,206
unique words occur more than 500 times, motivat-
ing the choice of a 2,048-token vocabulary, which
is close to this number. We also examine the effect
of vocabulary size on training loss. Results show
that a 4-layer model with a larger vocabulary size
tends to yield higher training loss (Figure 12 in
Appendix B).

3 Language Model Architecture and
Hyperparameters

The architecture of the transformer-based language
model (Vaswani et al., 2017), including the first
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Table 1: Statistics of word counts for the Simple English Wikipedia dataset and its subsets.

Dataset Mean Median Maximum Minimum Total words Samples
Simple English Wikipedia 118.14 58 9,423 1 13,707,770 116,031

64–512 Word Subset 183.29 126 660 61 9,654,100 52,671

Figure 2: Bar plot of the number of unique words versus
their frequency of occurrence in the 64–512 word subset
of the Simple English Wikipedia dataset.

decoder block, is shown in Figure 3. The feed-
forward network consists of 2,048 neurons, the
attention mechanism uses 8 heads, and no dropout
is applied during training. Other parameters are
selected based on the experiments described in
Appendix B. We found that the best-performing
configuration is a decoder-only Transformer with
rotary positional encoding, multi-head attention,
root-mean-square normalization, GELU activation,
post-normalization, no interleaved group query at-
tention, an embedding dimension of 512, 8 layers,
8 heads, a feedforward dimension of 2,048, zero
dropout, trained with a batch size of 2 and an initial
learning rate of 10−4.

We also observe that small models struggle to
generate coherent English and reproduce factual
knowledge for training samples with long contexts.
To address this, we evaluated two training strate-
gies. The first is a two-stage approach, where the
model is first trained on short-context data and then
on long-context data. Although this strategy pro-
duces coherent sentences, it fails to preserve factual
knowledge. The second strategy interleaves short-
and long-context datasets, alternating maximum
sequence lengths each epoch. This mitigates catas-
trophic forgetting of short-context samples and pro-
duces coherent sentences, but similarly fails to pre-
serve factual knowledge in long-context samples.
The detailed results and analysis are presented in
Appendix C.

4 Training

Given a set of training data D = {d1, d2, . . . , dN}
with N samples, where the i-th sample di =
(di1, d

i
2, . . . , d

i
ki
) contains ki number of tokens, the

loss for each sample is computed by the negative
log-likelihood:

L(θ; di) = −
ki∑

j=1

log(pθ(d
i
j |dij−1, . . . , d

i
1)), (1)

where pθ(d
i
j |dij−1, . . . , d

i
1) ∈ [0, 1] is the proba-

bility assigned by the transformer-based language
model parameterized by θ to token dij , given the
preceding tokens di1, . . . , d

i
j−1.

The model is trained using standard mini-batch
gradient descent as detailed in Algorithm 1.

Algorithm 1 Mini-Batch Gradient Descent
1: Input: Initial learning rate α ∈ R, momentum

factors β1 ∈ R and β2 ∈ R, weight decay
factor λ ∈ R, ϵ ∈ R, batch size b, maximum
epochs E, dataset D = {di}Ni=1, loss function
L, schedule multiplier ηt=0 ∈ R, time step
t← 0

2: Output: Optimized parameters θ
3: Initialize parameters θ randomly
4: for ep = 1 to E do
5: Shuffle dataset D
6: for each mini-batch B ⊂ D of size b do
7: t← t+ 1
8: ηt ← SetScheduleMultiplier(t)
9: Compute gradient:

g⃗ ← 1

(
∑

di∈B |di|)
∑

di∈B
∇θL(θ; di)

10: Update parameters:

θ ← AdamW(g⃗, α, β1, β2, ϵ, λ, ηt)

11: end for
12: end for
13: return θ
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Figure 3: Illustration of the architecture of the initial part of the transformer-based language model used in this
study, including the first decoder block.

The common training hyperparameters for all
the experiments are β1 = 0.9, β2 = 0.999, ϵ =
10−8, and λ = 0.01 for the AdamW optimizer
(Loshchilov and Hutter, 2019) and a maximum
gradient norm of 1 for gradient clipping.

4.1 Results for Training on the 64–512 Word
Subset

We train the 8-layer decoder-only transformer
model described in Figure 3 with an embedding di-
mension of 512, a vocabulary size of 2,048 tokens,
and 8 attention heads, using an initial learning rate
of 10−4 with a linear scheduler. The training loss
and learning rate under two different linear schedul-
ing strategies are shown in Figure 4a and Figure 4b,
respectively. As shown in Figure 4a, the model
trained with a learning rate schedule that decays
10-fold every 64 epochs achieves a training loss be-
low 0.1 at 169 epochs, whereas the model trained
with a 10-fold decay every 128 epochs reaches the
same threshold at 179 epochs. The blue dotted and
dash-dotted lines indicate that the model with a
64-epoch decay reaches training losses below 0.5
and 0.2 at 58 and 94 epochs, respectively.

To evaluate the quality of model outputs across
training stages, we focus on the model with 10-fold
decay every 64 epochs, as it reaches a training loss
below 0.1 faster than the model trained with a learn-
ing rate of 10-fold decay every 128 epochs. We
select checkpoints corresponding to training losses

of 0.5, 0.2, and 0.1, and inspect their outputs on
selected training samples in Table 7 in Appendix D.

For reproducibility, Table 7 shows that the model
trained to a loss of 0.1 successfully reproduces
text from all three selected training entries (labeled
“seen”). In contrast, the models trained to losses
of 0.2 and 0.5 reproduce two of the three entries
but fail on the third, suggesting that a threshold of
0.1 may be appropriate for the model to reliably
reproduce training text.

For generalization, the “rephrased” rows in Ta-
ble 7 show that none of the models fully reproduce
the target text when inputs are rephrased versions
of the training samples. However, in the second
rephrased example, the models trained to losses
of 0.1 and 0.2 generate the correct date of Kahn’s
death, and the model trained to a loss of 0.5 even
produces the correct age at death. The rephrased
inputs were generated using ChatGPT-5 with the
prompt: “Rephrase the following sentences with
minimum changes: input text.” These results sug-
gest that generalization is difficult to achieve dur-
ing pretraining. In the next section, we attempt
fine-tuning on rephrased text to assess whether this
improves generalization to unseen rephrasings.

5 Generalization

In this section, we aim to enable the model to gen-
erate coherent English for text that is rephrased
from, but not present in, the training set. To build a
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(a) Training loss on the 64–512 word subset

(b) Learning rate for training on the 64–512 word subset

Figure 4: Training loss and learning rate for an 8-layer
transformer trained on the 64–512 word subset of the
Simple English Wikipedia dataset. The blue lines cor-
respond to a linear scheduler with an initial learning
rate of 10−4 and a 10-fold decay every 64 epochs. The
orange lines correspond to a 10-fold decay every 128
epochs. Dashed lines mark the epochs and loss values
where each model reaches a training loss below 0.1.
The dotted and dash-dotted blue lines mark the epochs
where the model with 64-epoch decay reaches training
losses below 0.5 and 0.2, respectively.

dataset for fine-tuning, we select 100 data entries
with word counts between 64 and 127 words from
the Simple English Wikipedia. Each entry is manu-
ally split into two parts: the first half as the context
and the second half as the target. The context of
each entry is then rephrased in three different ways
using ChatGPT-5 with the following prompt:

Rephrase the text in the following dic-
tionary in 3 different ways and fill
them in textR1, textR2, and textR3.
Make minimum change and make sure
it can be connected after the target:
"text": <context>, "target": <target>,
"textR1": "", "textR2": "", "textR3": ""...

For each entry, the first two rephrased contexts

(textR1 and textR2) are included in the fine-tuning
dataset, resulting in a dataset with a total of 16,242
words. The third rephrased context (textR3) is used
as the validation/test set to evaluate generalization.

When calculating the loss, we mask out the to-
kens corresponding to the context so that predic-
tions for context tokens are excluded from the loss
computation during fine-tuning. We then fine-tune
the 8-layer decoder-only transformer model pre-
trained with a learning rate schedule that decays
10-fold every 64 epochs and achieves a training
loss of 0.1. The hyperparameters for fine-tuning
are: AdamW optimizer (Loshchilov and Hutter,
2019) with β1 = 0.9, β2 = 0.999, ϵ = 10−8, and
λ = 0.01; a maximum gradient norm of 1.0 for gra-
dient clipping; a batch size of 2; a linear learning
rate schedule decaying from 10−4 to 10−5 over 64
epochs; and a sequence length of 256 tokens. The
shorter sequence length is chosen because the fine-
tuning dataset contains no more than 128 words
per entry (approximately 128 × 2 = 256 tokens).
The training and validation losses are shown in Fig-
ure 5a, and the learning rate is shown in Figure 5b.

The model at epoch 64, which achieves the best
validation loss of approximately 0.1251, is selected
for evaluating generalization on the test set. To
thoroughly evaluate all validation and test data,
we compare the target and generated text using
ChatGPT-5 with the following prompt as input:

Check whether the generated text con-
veys the same meaning as the target text.
If it does, indicate the label number cor-
responding to that match.
[Sample <sample label>]
input_len: <number of input tokens>
target_len: <number of target tokens>
max_new_tokens: <number of maxi-
mum new tokens>
Input: <input>
Target: <target>
Generated: <output>
...

The results show that the model can generate text
that matches all 200 entries in the training set, and
it can generate text that matches the target text
in 42 out of 100 entries in the validation/test set.
In addition, Table 2 presents the successful cases
where the model generates text that matches the
target in both the training and validation/test sets.

These results indicate that fine-tuning on
rephrased data enables limited generalization in
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(a) Training and validation loss for fine-tuning on rephrased
text

(b) Learning rate for fine-tuning on rephrased text

Figure 5: Training and validation loss and learning
rate for an 8-layer transformer fine-tuned on rephrased
data entries (64–127 words) from the Simple English
Wikipedia dataset. The model was pretrained to a loss
of 0.1 on the 64–512 word subset of Simple English
Wikipedia using a learning rate schedule with 10-fold
linear decay every 64 epochs (Section 4.1). In subfigure
(a), the blue line shows the training loss and the orange
dashed line shows the validation loss. The best valida-
tion loss is highlighted with a red circle marker at epoch
64, with a value of 0.1251.

the pretrained model, while still producing text that
is coherent and consistent with basic English.

6 Conclusion

In this work, we systematically explored several
model architectures and training strategies to iden-
tify a transformer-based model with the minimum
number of parameters upper bounded by 28 M
capable of producing a broad spectrum of basic
general knowledge in simple and coherent English,
while exhibiting limited generalization ability. For
dataset selection, we chose the Simple English
Wikipedia dataset instead of the WikiText-2 dataset,
since the latter contains a higher proportion of non-

lexical tokens such as ‘<unk>’, ’=’, ’,’, and ’.’,
among its most frequent tokens, suggesting that
the text in WikiText-2 may not compose of co-
herent English. For data cleaning, we removed
entries with fewer than 64 words, as they are of-
ten incomplete sentences, and entries with more
than 512 words, to ensure that each topic descrip-
tion ends within the specified sequence length dur-
ing training. The resulting dataset is referred to
as the 64–512 word subset of the Simple English
Wikipedia dataset.

To determine the vocabulary size, we set the
number of tokens to approximately match the num-
ber of unique words appearing more than 500 times
in the dataset. We then performed hyperparame-
ter tuning on models with parameter counts up to
28 million. The best-performing model was found
to be a decoder-only transformer with rotary posi-
tional encoding, multi-head attention, root-mean-
square normalization, Gaussian error linear unit
(GELU) activation, post-normalization, no inter-
leaved group query attention, an embedding di-
mension of 512, 8 layers, 8 heads, a feedforward
dimension of 2,048, zero dropout, and an initial
learning rate of 10−4. This configuration achieved
a lower training loss compared to other tested mod-
els. We also evaluated different training strategies,
including the two-stage and interleaved methods,
but neither resulted in significant improvements in
training loss.

We therefore trained the model using standard
mini-batch gradient descent on the 64–512 word
subset and experimented on linear learning rate
schedulers with different decay rates. We found
that a scheduler with an initial learning rate of 10−4

and a 10-fold decay every 64 epochs achieved a
training loss of 0.1 faster than the corresponding
scheduler with a 128-epoch decay interval. In gen-
eration tests, the model trained to a loss of approxi-
mately 0.1 was able to reproduce text from three se-
lected training entries and demonstrated the ability
to generate simple and coherent English covering
broad basic knowledge, whereas models trained
to losses of 0.2 and 0.5 performed worse. How-
ever, none of the models were able to reproduce
target text when the inputs were rephrased using
ChatGPT-5.

To enable limited generalization, we fine-tuned
the model pretrained on the 64–512 word subset
at a loss of 0.1. Specifically, we selected 100 data
entries, splitting each into a context and a target.
The context was rephrased in three different ways
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Table 2: Generated text from the fine-tuned model with 8 layers, a vocabulary size of 2,048, an embedding dimension
of 512, and 8 heads. The model was pretrained on the 64–512 word subset of Simple English Wikipedia using a
learning rate schedule with 10-fold linear decay every 64 epochs and an initial learning rate of 10−4. Input text
labeled (validation) represents entries in the validation set, while input text labeled (test) represents rephrased entries
from the validation set generated by ChatGPT-5. Outputs are generated using greedy decoding with a maximum of
128 new tokens. Common words between the target and generated text are highlighted in yellow.

Label Input Target Output

1 (train) Salko Hamzic (born 17 September 2006) is a Bosnian
goalkeeper who plays for FC Liefering in Austria’s
second division. \n Career.\n He started his youth
career at UFC Siezenheim before joining SV Austria
Salzburg in December 2015, later moving to FC Red
Bull Salzburg’s academy in February 2019.

He then went through all age levels in the
academy from the 2020/21 season.\n In May
2023 the goalkeeper was in the squad of the
second-class farm team FC Liefering for the
first time. For the 2023/24 season he moved into
the Liefering squad. He made his debut in the
2nd league on 15 September 2023 when he was
in the starting line-up on matchday seven of that
season against SV Stripfing.

He then went through all age levels in the academy
from the 2020/21 season.\n In May 2023 the goal-
keeper was in the squad of the second-class farm team
FC Liefering for the first time. For the 2023/24 sea-
son he moved into the Liefering squad. He made his
debut in the 2nd league on 15 September 2023 when
he was in the starting line-up on matchday seven of
that season against SV Stripfing.ed to name a place
before

1 (validation/test) Salko Hamzic (born 17 September 2006) is a foot-
ball goalkeeper from Bosnia who plays in Austria’s
2nd league with FC Liefering. \n Career.\n He first
played for UFC Siezenheim, then joined SV Aus-
tria Salzburg in December 2015, and later moved to
FC Red Bull Salzburg’s youth academy in February
2019.

He then went through all age levels in the academy
from the 2020/21 season.\n In May 2023 the goal-
keeper was in the squad of the second-class farm team
FC Liefering for the first time. For the 2023/24 sea-
son he moved into the Liefering squad. He made his
debut in the 2nd league on 15 September 2023 when
he was in the starting line-up on matchday seven of
that season against SV Stripfing.ed to name areashes

2 (train) Muhammad Tawhidi, widely recognized online as the
Imam of Peace, is a Shiite Imam and public influ-
encer. Born in Qom, Iran, between 1982 and 1983, he
became Vice President of the Global Imams Council
in Najaf, Iraq in January 2022.

\nViews on Islam. His views on Islam are that
Islam needs to be reformed to survive. He
believes that terrorism are forbidden in the
Quran, and made a speech denouncing the
Islamic State of Iraq and Syria along with it’s
affilates such as Boko Haram.

\nViews on Islam.\n His views on Islam are that Is-
lam needs to be reformed to survive. He believes that
terrorism are forbidden in the Quran, and made a
speech denouncing the Islamic State of Iraq and Syria
along with it’s affilates such as Boko Haram.or of this
views, while various possible poses to the Islamic
worldlying it best.\n Views on

2 (validation/test) Known on the internet as the Imam of Peace, Muham-
mad Tawhidi is a Shiite Imam and social influencer.
He was born in Qom, Iran, sometime between 1982
and 1983, and by January 2022 he was serving as
Vice President of the Global Imams Council in Najaf,
Iraq.

\nViews on Islam.\n His views on Islam are that Islam
needs to be reformed to survive. He believes that ter-
rorism are forbidden in the Quran, and made a speech
denouncing the Islamic State of Iraq and Syria along
with it’s affilates such as Boko Haram. haram. haram
has a creation and a net worship for both the Jews and
HumLahr Z

3 (train) Gearóid Iarla (1335–disappeared 1398), also called
Gerald FitzMaurice FitzGerald, served as the 3rd Earl
of Desmond, lord of Munster, and was a Norman-
Gaelic poet. He vanished in 1398, aged 62 or 63.\n
Biography.

\nHe was born in 1335, as the child (son) of
Maurice FitzGerald, 1st Earl of Desmond.
When he grew up, he became the 3rd Earl of
Desmond, lord of Munster, and a
Norman-Gaelic poet. He disappeared in 1398,
at the age of 62 or 63.

\nHe was born in 1335, as the child (son) of Maurice
FitzGerald, 1st Earl of Desmond. When he grew up,
he became the 3rd Earl of Desmond, lord of Munster,
and a Norman-Gaelic poet. He disappeared in 1398,
at the age of 62 or 63.ons frail, and he became the
father of Maurice FitzGerald, whose most interest in
views on the

3 (validation/test) Gearóid Iarla (1335–1398, disappeared), also referred
to as Gerald FitzMaurice FitzGerald, became the 3rd
Earl of Desmond, lord of Munster, and a Norman-
Gaelic poet. He went missing in 1398 at the age of
62 or 63.\n Biography.

\nHe was born in 1335, as the child (son) of Maurice
FitzGerald, 1st Earl of Desmond. When he grew up,
he became the 3rd Earl of Desmond, lord of Munster,
and a Norman-Gaelic poet. He disappeared in 1398,
at the age of 62 or 63. 1798 or 1598, he became the
father of Maurice FitzGerald, the first woman named
Margaret

using ChatGPT-5. The fine-tuning dataset was con-
structed by pairing the rephrased contexts with their
original targets: the first two rephrased versions
formed the training set, the original context formed
the validation set, and the third rephrased version
formed the test set. After fine-tuning for 64 epochs,
we selected the model with the lowest validation
loss for testing. Results on five selected entries
showed that the model reproduced the target text in
two validation and two test cases, succeeded only
in validation or test cases for one entry each, and
failed in both validation and test sets for one entry.
These results suggest that fine-tuning on rephrased
text enables limited generalization ability. Further-
more, the generated outputs were mostly coherent
English, achieving our objective. Future research is
needed to investigate how the number of rephrased

samples or alternative rephrasing methods affect
the generalization ability of small language models.
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A Additional Analysis on the Datasets

A.1 Shared topics between the Simple English
Wikipedia dataset and the WikiText-2
dataset

To check whether data entries in the WikiText-
2 Dataset and Simple English Wikipedia Dataset
share the same topics, we searched for each subject
name in WikiText-2 across all texts in the Simple
English Wikipedia Dataset. If the subject name
appears in the Simple English Wikipedia Dataset,
we will consider the subject as the shared topic.
Out of a total of 629 subjects in WikiText-2, we
found 97 subjects also present in the Simple En-
glish Wikipedia Dataset, as shown in Figure 6.

A.2 Data entries in the Simple English
Wikipedia dataset

Part of the data entries of the Simple English
Wikipedia dataset are shown from Figure 7 to Fig-
ure 11. From part of the data entries with word
count less than 8 in Figure 7, most of the sentences
are not complete, indicating low quality of the data
entries within this word count range. While for part
of the data entries with word count between 8 and
15 in Figure 8, it shows that the first 13 data entries
are composed of complete sentences describing a
place, but the later 3 data entries are incomplete.
For part of the data entries with word count be-
tween 16 and 31 in Figure 9, the 15 selected data
entries are composed of complete and sufficient
sentences for describing a topic, and same of the
data entries with word count between 32 and 63 in
Figure 10 and data entries with word count between
64 and 127 in Figure 11.

B Determining the Hyperparameters for
Model Architecture and Training

A 10M-word subset of the Simple English
Wikipedia dataset is created by sampling the
dataset with word counts between 8 and 511, stop-
ping before the total word count reaches 10 million
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Figure 6: The shared topic names in the WikiText-2 dataset and the Simple English Wikipedia Dataset.

words. The statistics of this subset are reported in
the third row of Table 3.

For training on the 10M-word subset, we con-
struct a tokenizer using GPT-2 style byte-pair en-
coding (BPE) (Radford et al., 2019) trained on this
subset. The tokenizer includes the special tokens
[PAD], [UNK], [MASK], and [EOS]. The total num-
ber of vocabularies is varied across experiments.

B.1 Results for Training on the 10M-word
Subset

We perform hyperparameter tuning by training a
decoder-only transformer-based language model
with the architecture of the decoder block describe
in Figure 3 by the Mini-Batch Gradient Descent
in Algorithm 1 on the 10M-word subset of the
Simple English Wikipedia dataset. The 10M-word
subset of the Simple English Wikipedia dataset is
created by sampling the dataset with word counts
between 8 and 511, stopping before the total word
count reaches 10 million words. The statistics of
this subset are reported in the third row of Table 3.
For training on the 10M-word subset, we construct
a tokenizer using GPT-2 style byte-pair encoding
(BPE) (Radford et al., 2019) trained on this subset.
The tokenizer includes the special tokens [PAD],
[UNK], [MASK], and [EOS]. The total number of
vocabularies is varied across experiments.

To determine the vocabulary size, we train three
transformer models, each with 4 layers, 8 attention
heads, and an embedding dimension of 512, but
with vocabulary sizes of 2,048, 4,096, and 8,192,

respectively. The learning rate is generated from
the cosine scheduler with an initial learning rate of
10−4 as shown in the blue solid line in Figure 13(a).
As shown in Figure 12, the model with the smallest
vocabulary achieves the lowest training loss. Based
on this result, we fix the vocabulary size to 2,048
for subsequent experiments.

To determine the optimal embedding dimension,
number of layers, and learning rate, we evaluate
models with embedding dimensions of 256 and
512, layer counts of 1, 2, 4, 8, and an initial learn-
ing rates of 1 × 10−3, 5 × 10−4, 1 × 10−4, and
5 × 10−5 for the cosine scheduler as shown in
the green, orange, blue, and red solid line in Fig-
ure 13(a), respectively. Figure 14(a) shows that the
8-layer model achieves the lowest training loss of
1.2919 at epoch 10, and that larger embedding di-
mensions generally yield lower losses. Figure 14(b)
compares the 4- and 8-layer models across differ-
ent learning rates, revealing that the 8-layer model
with an initial learning rate of 1×10−4 achieves the
lowest loss (1.2919 at epoch 10). Based on these
findings, we fix the configuration for subsequent
experiments to 8 layers, an embedding dimension
of 512, and an initial learning rate of 1× 10−4.

The generated text from the best model trained
for 10 epochs is presented in Table 4. The model in-
put is a truncated segment from the training dataset,
and the expected output is the target text. As shown
in Table 4, the model reproduces the target exactly
for the first sample but fails to generate the correct
number of people in the second sample, produces
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Figure 7: Part of the data entries of the Simple English Wikipedia dataset with word count less than 8.

Figure 8: Part of the data entries of the Simple English Wikipedia dataset with word count between 8 and 15.

entirely incorrect text in the third sample, and cor-
rectly generates only 10 words in the fourth sample.

We further train the model for 50 and 100 epochs
with an initial learning rate of 10−4 for the cosine
scheduler to see if the prediction of the target text
can be improved. The learning rates are plotted
in Figure 13(a) with a purple and a brown solid
line for the training of 50 and 100 epochs, respec-
tively. The result in Figure 15 shows that both
models achieve similar final training losses, with
the 100-epoch model reaching a minimum loss
of approximately 0.2259, compared to 0.3939 for
the 50-epoch model. The generated outputs in Ta-
ble 4 indicate that both models can accurately pre-
dict text for samples 1–3 when the target contains
fewer words, but fail on sample 4, which has a

longer target sequence. Additionally, we train the
8-layer model on samples truncated to a maximum
sequence length of 512 for 50 epochs to evaluate
its impact on training loss. As shown in Figure 15,
this setting achieves a slightly lower loss of 0.3390
compared to training with a maximum sequence
length of 1024.

C Exploring Training Methods for
Alleviating Catastrophic Forgetting

The Simple English Wikipedia dataset is split into
a short-context subset (samples with no more than
64 words) and a long-context subset (samples with
more than 64 words) for the 2-stage and interleaved
training methods. The statistics of these subsets
are reported in the fourth and fifth rows of Table 3.
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Table 3: Statistics of word counts for the Simple English Wikipedia dataset and its subsets.

Dataset Mean Median Maximum Minimum Total words Samples
Simple English Wikipedia 118.14 58 9,423 1 13,707,770 116,031

10M-word subset 86.47 56 511 8 9,515,583 110,047
Short context subset 31.51 29 64 1 1,996,707 63,360
Long context subset 222.34 126 9,423 65 11,711,063 52,671

Table 4: Generated text from the model with 8 layers, a vocabulary size of 2,048, an embedding dimension of
512, and 8 heads, trained on the 10M-word subset using a cosine scheduler with an initial learning rate of 10−4.
Common words between the target and the generated text are highlighted in yellow.

Label Input Target Trained epochs Output

1 Champmotteux is a commune. It is in Ile-de -France in the Essonne department in north
France.

10 -France in the Essonne department in north
France.

50 -France in the Essonne department in north
France.

100 -France in the Essonne department in north
France.

2 Mati is a city in the Philippines. It is the capital
of the province of Dava

o Oriental. According to the 2020 census,
147,547 people lived there.

10 o Oriental. According to the 2020 census,
104,490 people lived there.

50 o Oriental. According to the 2020 census,
147,547 people lived there.

100 o Oriental. According to the 2020 census,
147,547 people lived there.

3
Nuclear force is the force between nucleons. It
is the force that pulls protons and neutrons into
atoms. It is very hard to break the bond,

or tie, between protons and neutrons in an atom,
because nuclear force holds them together.
When the bond is broken, this is called nuclear
fission.

10 and is very difficult to measure.

50 or tie, between protons and neutrons in an atom,
because nuclear force holds them together. When
the bond is broken, this is called nuclear fission.

100 or tie, between protons and neutrons in an atom,
because nuclear force holds them together. When
the bond is broken, this is called nuclear fission.

4
Hubert Miles Gladwyn Jebb, 1st Baron
Gladwyn, GCMG, GCVO, CB, known as
Gladwyn Jebb (25 April 1900 – 24 October
1996), was a prominent British civil servant,
diplomat and politician as well as the first
Acting Secretary-General of the United Nations.
Acting UN Secretary-General.
After World War II, he served as Executive
Secretary of the Preparatory Commission of the
United Nations in August 1945. He was
appointed Acting United Nations
Secretary-General from October 1945 to
February 1946 until the appointment of the first
Secretary-General Trygve Lie. Ambassador.
Returning to London, Jebb was Deputy to the
Foreign Secretary Ernest Bevin at the
Conference of Foreign Ministers before serving
as the Foreign Office’s United Nations Adviser
(1946-47). He represented the United Kingdom
at the Brussels Treaty Permanent Commission
with personal rank of Ambassador. He became
the United Kingdom’s Ambassador to the
United Nations from 1950-1954 and to Paris
from 1954-1960.
Political career.
In 1960 Jebb was made a heredit

ary peer and as Baron Gladwyn became
involved in politics as a member of the Liberal
Party. He was Deputy Leader of the Liberals in
the House of Lords 1965-1988 and spokesman
on foreign affairs and defence. An supporter of
the European Union, he served as a Member of
the European Parliament 1973-1976 where he
was also the Vice-President of the Parliament’s
Political Committee. He tried to be elected to
the European Parliament in 1979. When asked
why he had joined the Liberal party in the early
1960s, he replied that the Liberals were a party
without a general and that he was a general
without a party. Like many Liberals, he
passionately believed that education was the key
to social reform.
Death.
He died in 1996, and is buried at St. Andrew’s,
Bramfield in the county of Suffolk. Lady
Gladwyn.
Jebb’s wife, Cynthia, Lady Gladwyn, was a
noted diarist of their times in Paris and a hostess
of Liberal and London politics. She was the
great-grand daughter of Isambard Kingdom
Brunel. Publications and papers.
Publications by Baron Gladwyn include:

10 ary peer and was appointed as the ambassador
to the United Nations in 1962. He was ap-
pointed as the United Nations Secretary-General
in 1962. He was appointed as the United Na-
tions Secretary-General in 1963. He was the
Secretary-General of the United Nations from
1976 to 1979.
Death.
On 24 October 1996, Jebb died of heart failure
in London. He was 79 years old. He was buried
at the Battle of London....

50 ary peer and in 1973 he was a Member of Parlia-
ment (MP) for the Lim administration of British
Union President General George B. Miles from
September 1961 to July 1974.
Death.
Jebb died in October 1996 at the age of 88 in
Nice, France of natural causes. He died in Nice
on 24 October 1996 while in prison, he was
buried at St Mary’s Cemetery in Nice....

100 ary peer and made a candidate a member of the
Liberal Party. He was elected party leader to the
Liberal Party. In 1961 Jebb was elected party
leader of the Liberal Party. He served as the Sec-
retary of State for National Unity (South Street)
for two years.
Personal life.
Jebb married Rachel Lewis (1913-1990) in an
alliance during the Secretary-General era. They
had two children.
Death.
Gladwyn died in Lincolnshire on 24 October
1996 at the age of 74. He died from a heart
attack, on 24 October 1996 in Charleroi, Mau-
ritius. He was buried at Lincoln Cemetery in
Rome, Italy.
According to James Bond, Jebb was the most
recent child of Jebbin and Lois Regnall. He was
the last surviving person to have been head of
the (Lord Mayor) House of Settlements since
1970....
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Figure 9: Part of the data entries of the Simple English Wikipedia dataset with word count between 16 and 31.

During the training, each short-context sample is
padded or truncated to a maximum of 128 tokens,
and each long-context sample is padded or trun-
cated to a maximum of 1,024 tokens.

Separate tokenizers are constructed for the short-
and long-context subsets using the GPT-2 style
BPE (Radford et al., 2019) trained on each subset.
Both tokenizers include the special tokens [PAD],
[UNK], and [EOS], with a vocabulary size of 2,048.

C.1 Results for the 2-stage training

To address the issue of incorrect predictions on
long-context samples, we use a 2-stage training
method. In the first stage, the model is trained
on the short-context subset for 10 epochs; in the
second stage, it is subsequently trained on the long-
context subset for another 10 epochs. Figure 16
shows the training losses of 8-layer models trained
with different batch sizes and an initial learning
rate of 10−4 for the cosine scheduler as shown
in the blue and green solid line in Figure 13(b).
The best performance is achieved with a batch size
of 2, yielding a minimum loss of approximately
0.5699 in the first stage and 1.5696 in the second
stage. We further extend the training with a batch
size of 2 to 50 epochs for each stage with the same
initial learning rate of 10−4, as shown in the orange
and red dotted line in Figure 13(b). The results
in Figure 17 show that the model trained for 50

epochs achieved a lower training loss of 0.1501
on the short-context subset and a training loss of
0.4359 on the long-context subset.

We inspect the generated text from the model
trained with a batch size of 2 for 10 and 50 epochs
on the long-context subset (Table 5). Both mod-
els fail to generate accurate text for either short-
or long-context samples. However, the 50-epoch
model produces a longer initial match, starting with
" , he served as Executive Secretary of the", com-
pared to the 10-epoch model. While these results
indicate that the model can produce coherent sen-
tences, the 2-stage training method does not resolve
the long-context prediction problem and also intro-
duces the issue of forgetting short-context samples.

C.2 Results for Interleaved Training

To address the problem of forgetting short-context
samples, we train the model by interleaving
datasets and context lengths, alternating each epoch
between the short-context subset with a maximum
sequence length of 128 tokens and the long-context
subset with a maximum sequence length of 1024 to-
kens. The learning rate decays linearly from 10−4

to 10−5, as shown in Figure 13(c). As shown in
Figure 18, the lowest training loss is comparable
to that of the 2-stage training model. The gener-
ated text in Table 6 shows that more words from
the short-context subset (labels 1–3) are correctly
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Table 5: Generated text from the 8-layer model (vocabulary size 2,048, embedding dimension 512, 8 heads) obtained
from 2-stage training with a cosine scheduler and an initial learning rate of 10−4. Common words between the
target and the generated text are highlighted in yellow.

Label Input Target Trained epochs Output

1 Champmotteux is a commune.
It is in

Ile-de-France in the Essonne
department in north France.

20 the Auvergne-Rhone-Alpes region in the Ain department in the east of France.
In 2009, 1,353 people lived in the commune. The inhabitants are the "Champm-
lik"...

100 the Allancesse of France in south-western France.
It was the 1910s-25 km of the area for a long time...

2
Mati is a city in the
Philippines. It is the capital of
the province of

Davao Oriental. According to the
2020 census, 147,547 people lived
there.

20 Mato. It is the largest city in the Philippines. It is on the banks of the Mboro
Metro...

100 Metroio, as of Augusto. By Augusto, it is the 12th largest city in the region
with an urban population of 253,591, even though the largest city in Matiban
is in the Fort Kanoa region. More than 80,000 people live in the city...

3
Nuclear force is the force
between nucleons. It is the
force that pulls protons and
neutrons into atoms. It is very
hard to break the bond,

or tie, between protons and
neutrons in an atom, because
nuclear force holds them together.
When the bond is broken, this is
called nuclear fission.

20 and is very hard to tell if it is in a massive nucleus.
Nuclear force is used to make electricity, which is also used to make electricity.
Nuclear force is used to electricity in the electricity.

100 because all force hold fewer forces. There are some defects forces that are
common enclosed to detect using the nucleuses, allowing explosion of the
nuclear weapons...

4
Hubert Miles Gladwyn Jebb,
1st Baron Gladwyn, GCMG,
GCVO, CB, known as
Gladwyn Jebb (25 April 1900
– 24 October 1996), was a
prominent British civil
servant, diplomat and
politician as well as the first
Acting Secretary-General of
the United Nations.
Acting UN
Secretary-General.
After World War II

, he served as Executive Secretary
of the Preparatory Commission of
the United Nations in August 1945.
He was appointed Acting United
Nations Secretary-General from
October 1945 to February 1946
until the appointment of the first
Secretary-General Trygve Lie.
Ambassador.
Returning to London, Jebb was
Deputy to the Foreign Secretary
Ernest Bevin at the Conference of
Foreign Ministers before serving as
the Foreign Office’s United Nations
Adviser (1946-47). He represented
the United Kingdom at the Brussels
Treaty Permanent Commission with
personal rank of Ambassador. He
became the United Kingdom’s
Ambassador to the United Nations
from 1950-1954 and to Paris from
1954-1960.
Political career.
In 1960 Jebb was made a hereditary
peer and as Baron Gladwyn became
involved in politics as a member of
the Liberal Party. He was Deputy
Leader of the Liberals in the House
of Lords 1965-1988 and spokesman
on foreign affairs and defence. An
supporter of the European Union,
he served as a Member of the
European Parliament 1973-1976
where he was also the
Vice-President of the Parliament’s
Political Committee. He tried to be
elected to the European Parliament
in 1979. When asked why he had
joined the Liberal party in the early
1960s, he replied that the Liberals
were a party without a general and
that he was a general without a
party. Like many Liberals, he
passionately believed that education
was the key to social reform.
Death.
He died in 1996, and is buried at St.
Andrew’s, Bramfield in the county
of Suffolk. Lady Gladwyn.
Jebb’s wife, Cynthia, Lady
Gladwyn, was a noted diarist of
their times in Paris and a hostess of
Liberal and London politics. She
was the great-grand daughter of
Isambard Kingdom Brunel.
Publications and papers.
Publications by Baron Gladwyn
include:

20 , he was the Secretary-General of the United Nations, and was the first Acting
Secretary-General of the United Nations. He was also the first Acting Secretary-
General of the United Nations. Gladwyn was a member of the United Nations
and was a member of the United Nations.
He was also a member of the United Nations General Assembly from 1957 to
1961.
He was the first Acting Secretary-General of the United Nations General
Assembly from 1961 to 1962.
He was the first Acting Secretary-General of the United Nations General
Assembly from 1962 to 1963.
He was the first Acting Secretary-General of the United Nations General
Assembly from 1963 to 1964.
Gladwyn served as the Acting Secretary-General of the United Nations General
Assembly from 1964 to 1965.
Gladwyn died on 24 October 1996 in Washington, D.C., aged 77.
His wife, Jebb, was the first Acting Secretary-General of the United Nations.
He was the first Acting Secretary-General of the United Nations General
Assembly.
He was the first Acting Secretary-General of the United Nations General
Assembly from 1957 to 1961.
Gladwyn died on 24 October 1996 in Washington, D.C. from a stroke, aged
87.
... His daughter, Prince Edward, was the second son of the United Nations
General Assemblyman James Calvin.
His daughter, Prince Edward, was the first Acting Secretary-General of the
United Nations General Assembly.
Honors.
...

100 , he served as Executive Secretary of the Presbyterian Church between 1954
and 1956, and possibly the oldest living United Nations High Commissioner
of the Presbyterian ministry at Harvard-War, Leeds, Plymouth, Plymouth
and Edinburgh, and the then 221 specializing in making special wides within
just one monthly. He served on a short-lived voter for that post until the
Secretary General’s death on 19 December 2017, who was the last vote owner
of the United Nations, serving as UN Secretary General. He was also the
last Vatgenian legal secretary, to be the last Governor-General of North South
America.
... On 11 December 1963, he wasaring a life peer during a flight as an MCC
(MAC-North Part links). The MCC-North Part links were signed by the UN
as an independently handled burglaries, with the then 645 million voluns and
1.07 million voluns and in 2002 more was merged with a monthly. The United
Kingdom government closed the network and made an effort to remove certain
riots. The UN forces split in two pieces were to create the MCC-North Part
links: the UN forces spread it for more than a million week and the UN forces
spread on Strathcle, but Glidarling of the United Kingdom spread it for more
than a million volun participating in the military.
Galli prodignantly hit the UN’s ship caused the bullet to spend on his tour in
the UK. He died on 24 October 1996 at the age of 94.
Executive Disputed Shropshire Declaration.
Personal Lectures.
... He is best known for his forces about the Corruption Act of 1965. He is also
known for his net worth of $3.5 million, which was also US$3.2 million; for a
total of $3.5 million, he had to pay a $2.2 million loan and $2.4 million from
the U.S. Majority Whip during his time as the U.S. Minister of Defence.
He was also one of the only African American ladies and the third African-
American to ever lunar weapon tried to fix the disintegration of the lady, Janey
Evans.
United States.
...
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Table 6: Generated text from the 8-layer model (vocabulary size 2,048, embedding dimension 512, 8 heads) obtained
from interleaved training with a linear scheduler and an initial learning rate of 10−4. Common words between the
target and the generated text are highlighted in yellow.

Label Input Target Trained epochs Output

1 Champmotteux is a commune. It is
in

Ile-de-France in the Essonne department in north France. 20 Bourgogne-Franche-Comte in the
Doubs department in east France.
The commune is in the southern sub-
urbs of Paris, from the center...

2 Mati is a city in the Philippines. It
is the capital of the province of

Davao Oriental. According to the 2020 census, 147,547 people lived
there.

20 Davao Oriental. According to the
2020 census, 106,409 people lived
there. Mati is known for its mer-
chants and casteous mouths,...

3 Nuclear force is the force between
nucleons. It is the force that pulls
protons and neutrons into atoms. It
is very hard to break the bond,

or tie, between protons and neutrons in an atom, because nuclear force
holds them together. When the bond is broken, this is called nuclear
fission.

20 and is not forced to stabilize. It is
the part of nuclear weapons. It is a
part of the bond that is not far away.
Nuclear forces are also very strong.
Nuclear forces are not fully heated.
Nuclear forces are not fully heated.
Nuclear forces are not fully heated...

4 Hubert Miles Gladwyn Jebb, 1st
Baron Gladwyn, GCMG, GCVO,
CB, known as Gladwyn Jebb (25
April 1900 – 24 October 1996), was
a prominent British civil servant,
diplomat and politician as well as
the first Acting Secretary-General of
the United Nations.
Acting UN Secretary-General.
After World War II

, he served as Executive Secretary of the Preparatory Commission of
the United Nations in August 1945. He was appointed Acting United
Nations Secretary-General from October 1945 to February 1946 until
the appointment of the first Secretary-General Trygve Lie.
Ambassador.
Returning to London, Jebb was Deputy to the Foreign Secretary Ernest
Bevin at the Conference of Foreign Ministers before serving as the
Foreign Office’s United Nations Adviser (1946-47). He represented
the United Kingdom at the Brussels Treaty Permanent Commission
with personal rank of Ambassador. He became the United Kingdom’s
Ambassador to the United Nations from 1950-1954 and to Paris from
1954-1960.
Political career.
In 1960 Jebb was made a hereditary peer and as Baron Gladwyn became
involved in politics as a member of the Liberal Party. He was Deputy
Leader of the Liberals in the House of Lords 1965-1988 and spokesman
on foreign affairs and defence. An supporter of the European Union, he
served as a Member of the European Parliament 1973-1976 where he
was also the Vice-President of the Parliament’s Political Committee. He
tried to be elected to the European Parliament in 1979.
When asked why he had joined the Liberal party in the early 1960s, he
replied that the Liberals were a party without a general and that he was a
general without a party. Like many Liberals, he passionately believed
that education was the key to social reform.
Death.
He died in 1996, and is buried at St. Andrew’s, Bramfield in the county
of Suffolk. Lady Gladwyn.
Jebb’s wife, Cynthia, Lady Gladwyn, was a noted diarist of their times
in Paris and a hostess of Liberal and London politics. She was the great-
grand daughter of Isambard Kingdom Brunel.
Publications and papers.
Publications by Baron Gladwyn include:

20 , he was a Lieutenant Colonel in the
Royal Navy, and served as a Lieu-
tenant colonel in the British Army.
He was also a member of the British
Royal Family.
He was also a member of the British
Royal Family.
He was a member of the House of
Lords.
He was a cousin of former President
of the United Nations High Commis-
sioner for Human Rights.
He was also a member of the House
of Lords.
He was a member of the House of
Lords.
He was a cousin of former Prime
Minister Henry G. Harding, and
he was a member of the House of
Lords.
He was a member of the Labour
Party.
He was a member of the House of
Lords from 1947 until his death in
1996.
He was a member of the House of
Lords.
He was a cousin of former Prime
Minister Lord Human Rights leader
Mike Walsh.
He was a member of the Lieutenant
Governorship and was a member of
the Lieutenant Governorship.
He was a cousin of former Prime
Minister Lord Human Rights leader
Mike Walsh.
He was a cousin of former Prime
Minister Lord Human Rights leader
Mike Walsh.
He was a member of the Lieutenant
Governorship and was a member of
the Lieutenant Governorship.
He was a cousin of former Prime
Minister Lord Human Rights leader
Mike Walsh.
He was a cousin on the Lieutenant
Governorship.
He was a cousin of former Prime
Minister Lord Human Rights leader
Mike Walsh.
He was a cousin on the Lieutenant
Governorship.
He was a cousin on the Lieutenant
Governorship.
He was a cousin on the Lieutenant
Governorship...
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Figure 10: Part of the data entries of the Simple English Wikipedia dataset with word count between 32 and 63.

Figure 11: Part of the data entries of the Simple English Wikipedia dataset with word count between 64 and 127.

predicted compared to the 2-stage training results
in Table 5, indicating that interleaved training can
mitigate the forgetting problem for short-context
samples and the model can produce coherent sen-
tences for both short and long contexts. However,
the model still fails to produce correct predictions
for samples in the long-context subset.

D Generated Text from the Model
Trained on the 64–512 Word Subset
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Table 7: Generated text from the model with 8 layers, a vocabulary size of 2,048, an embedding dimension of 512,
and 8 heads, trained on the 64–512 word subset of Simple English Wikipedia using a learning rate schedule with
10-fold linear decay every 64 epochs and an initial learning rate of 10−4. Input text labeled (seen) corresponds to
training samples, while text labeled (rephrased) corresponds to rephrased versions of the seen inputs generated by
ChatGPT-5. Outputs are generated using greedy decoding. Common words between the target and generated text
are highlighted in yellow.

Label Input Target Loss
Threshold Output

1
(seen)

"Blue Moon" is a 1934 song recorded by
Richard Rodgers and Lorenz Hart and has
become a standard jazz ballad. It was hit single
in 1935, 1949, Elvis Presley released his version
of "Blue Moon" for his 1956 album "Elvis
Presley". It became a huge hit for The Marcels
in 1961 as an international number one hit
single.

It has been covered by
numerous artists over
the years.

0.1 It has been covered by numerous artists over the years. It was certified
diamond by the Recording of the song earned more than 30 million
reviews than praised it.. . .

0.2 It has been covered by numerous artists over the years. It was covered
by the then-latch hit "Clash of Lions" in 1964.. . .

0.5 It has been covered by numerous artists over the years. It was covered
by the 1964 movie "Wonder Years".. . .

1
(rephrased)

"Blue Moon" is a 1934 song by Richard
Rodgers and Lorenz Hart that has become a
standard jazz ballad. It was a hit single in 1935
and 1949. Elvis Presley released his version on
his 1956 album "Elvis Presley". The song
became an international number one hit for The
Marcels in 1961.

0.1 It also reached the sops from 12 studio albums, 1961ing their version of
"The Marshall Show".. . .

0.2 It also reached the top five in her the U.S. It ended in February 1979.. . .

0.5 It also reached the top five in her the U.S. The song is a semi-fatale
American standard. It is played by John Steve.. . .

2
(seen)

Claude Kahn (9 November 1935 – 17
November 2023) was a French classical pianist,
internationally known for his interpretations of
especially the music of Chopin, but also of
French music (Debussy, Fauré, Ravel) as soloist
or accompanied by great orchestras in the world.
He founded and directed a piano competition in
1970, to become international as the Concours
International de Piano Claude Kahn. He
founded the conservatoire of Antibes in 1971
and directed it until 1991.

He died in 17
November 2023, eight
days after his 88th
birthday.

0.1 He died in 17 November 2023, eight days after his 88th birthday. Kahn
was appointed chairman of the Department of Modern Artists and in
charge of three and most influential American Theatre studies, one of
the best modern of Romanian musical theatre works in history. . . .

0.2 He died in 17 November 2023, eight days after his 88th birthday. Kahn
was appointed Commander of the Ordre national Group in Paris on 8
November 2023.

0.5 He died in 17 November 2023, eight days after his 88th birthday. Kahn
was appointed chairman of the Department of Modern Artists and in
charge of three and most influential American Theatre studies, one of
the best modern of Romanian musical theatre works in history. . . .

2
(rephrased)

Claude Kahn (9 November 1935 – 17
November 2023) was a French classical pianist,
internationally recognized for his interpretations
of Chopin and French composers such as
Debussy, Fauré, and Ravel, both as a soloist and
with major orchestras. In 1970, he founded and
directed a piano competition that later became
the Concours International de Piano Claude
Kahn. He also established the conservatoire of
Antibes in 1971 and directed it until 1991.

0.1 In 1988, he was elected public broadcast mette, internationally with 13
other public interests, on behalf of Frederic Norman.Kahn died on 17
November 2023, at the age of 87.. . .

0.2 In 1997, he was elected "C member of the National Orchestes", repre-
senting the particularly the fifth national anthem of Chopin and Faure.\n
Kahn died on 17 November 2023 in Nimes, France at the age of 87. His
cause of death was plouguin. . . .

0.5 Kahn died on 17 November 2023, at the age of 88. the group was formed
out of More than two, than a, Cesa 19, which after its creation, by the
medical research.. . .

3
(seen)

Wael Ghonim born 23 December 1980) is an
Internet activist and computer engineer with an
interest in social entrepreneurship. Awards.\n
Ghonim topped "Time" magazine’s yearly list
of the world’s 100 most influential people. On
26 April, he arrived in New York to be honored
at the 2011 Time 100 Gala ceremony where he
began his speech with a moment of silence to
mark those killed in protests around the Arab
world.

On 3 May, World Press
Freedom Day, Wael
Ghonim was awarded
with the Press Freedom
prize from the Swedish
division of Reporters
Without Borders.\n
Ghonim also received
the JFK Profile in
Courage Award. On 23
May, Caroline Kennedy,
daughter of President
John F. Kennedy,
presented the awards to
Elizabeth Redenbaugh
and Wael Ghonim, who
was named a recipient
on behalf of "the people
of Egypt". Kennedy
said she could think of
no better recipients.

0.1 On 3 May, World Press Freedom Day, Wael Ghonim was awarded with
the Press Freedom prize from the Swedish division of Reporters Without
Borders.\n Ghonim also received the JFK Profile in Courage Award.
On 23 May, Caroline Kennedy, daughter of President John F. Kennedy,
presented the awards to Elizabeth Redenbaugh and Wael Ghonim, who
was named a recipient on behalf of "the people of Egypt". Kennedy said
she could think of no better recipients. . . .

0.2 On 3 May, World Press Freedom Day, Wael Ghonim was awarded with
the Press Freedom prize from the Swedish division of Reporters Without
Borders.\n Ghonim also received the JFK Profile in Courage Award.
On 23 May, his JFK Press and world-choice are awarded for the best
Reporters Woman and Winnipeg Jesender.\n On 7 June, Head Atlantais
signed a agreement with his successor Eisenhower "Despri des India"
. . .

0.5 His other work has also been worldwide. It won the Silver Spring,
Favorite daily aesthetics competition in 2014 for aesthetics.\n In 2015
Ghonim was listed as the numberGoma and Asafus into the top ten of
the Safari are listed as critical of Srbish and Internet Force, the US, and
Malmora. . .

3
(rephrased)

Wael Ghonim (born 23 December 1980) is an
Internet activist and computer engineer with an
interest in social entrepreneurship. He topped
Time magazine’s list of the world’s 100 most
influential people. On 26 April 2011, he arrived
in New York to be honored at the Time 100
Gala, where he began his speech with a moment
of silence for those killed in protests across the
Arab world.

0.1 One of the books was founded at Saint Paul and ghosts’ 1984 hit single-
seat conspiracy alphabet before joiningrad and SARC PIN. Most impor-
tant books in His work include "The Psychic Coll: The New Cast, Noble
System, and the SAS".. . .

0.2 His first book, "What I Home My Inten Home", was published inight
monthly by Fortune 5 and all report in connection with the CIST on
Week Whizote.\n Background.\n Gala joined BBC in 2007. He stepped
down for his preservation in Fortune 5 before releasing it. The BBC
then stepped down from BBC when his brother, Ronnie and Billie all
duplicate about it. Gala currently started BBC Workshop. . .

0.5 His first book, "What I Song, African Anders" was published. A daily
news about IQos was shown. It has been described as having a hard
time going to be hit. The book describes the effects of computers and
services.. . .
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Figure 12: Training loss of three models trained on the
10M-word subset with vocabulary sizes of 2,048, 4,096,
and 8,192, using the same hyper-parameters: embedding
dimension 512, 4 layers, 8 heads, and an initial learning
rate of 10−4 with a cosine scheduler. The lowest training
loss decreases as the vocabulary size decreases, with the
2,048-token model achieving the lowest loss of 1.5978.
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Figure 13: (a) Learning rate schedules from the cosine scheduler for different epochs and initial learning rates. (b)
Learning rate schedule used in 2-stage training. (c) Learning rate schedule used in interleaved training.

Figure 14: (a) Top: Training loss of models trained on the 10M-word subset with embedding dimensions of 256 or
512, layer counts of 1, 2, 4, or 8, and identical hyper-parameters: vocabulary size 2,048, 8 heads, and an initial
learning rate of 10−4 with a cosine scheduler. Bottom: Best training loss from the top plot versus number of model
parameters, showing that increasing the number of layers and embedding dimension reduces training loss at the cost
of more parameters. (b) Top: Training loss of models trained on the 10M-word subset with initial learning rates of
1 × 10−3, 5 × 10−4, 1 × 10−4, or 5 × 10−5, layer counts of 4 or 8, and identical hyper-parameters: vocabulary
size 2,048, embedding dimension 512, and 8 heads. Bottom: Best training loss from the top plot versus number of
model parameters, showing that the 8-layer model with an initial learning rate of 1× 10−4 achieves the lowest loss
(1.2919).
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Figure 15: (Left) Training loss of models trained on the 10M-word subset with embedding dimensions of 256 or
512, 4 or 8 layers, and varying numbers of epochs, using identical hyper-parameters: vocabulary size 2,048, 8 heads,
and an initial learning rate of 10−4 with a cosine scheduler. (Right) Best training loss from the left plot versus
number of model parameters. The 8-layer model trained for 100 epochs achieves the lowest loss of 0.2259.

Figure 16: (Left) Training loss of the same model trained on the short-context subset with batch sizes ranging
from 2 to 64. (Right) Training loss of the same models evaluated on the long-context subset after training on the
short-context subset with different batch sizes. The model trained with a batch size of 2 achieves the lowest loss of
0.5699 on the short-context subset and 1.5649 on the long-context subset. All models share the same architecture:
embedding dimension 512, 8 layers, vocabulary size 2,048, and 8 heads, trained with an initial learning rate of 10−4

using a cosine scheduler.
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Figure 17: Training loss of 8-layer transformer models from 2-stage training with different numbers of epochs.
Solid lines indicate training for 10 epochs on the short- and long-context subsets, and dotted lines indicate training
for 50 epochs. The 50-epoch model achieves lower losses (0.1501 on the short-context subset and 0.4359 on the
long-context subset) compared to the 10-epoch model, indicating that increasing the number of training epochs
improves performance in 2-stage training.

Figure 18: (Left) Training loss of 8-layer transformers with 2-stage (solid) and interleaved (dashed) training. (Right)
Best training loss versus parameter count. Interleaved training achieves a lower training loss on the short-context
subset (0.4612 compared to 0.5699 for 2-stage training) but a higher training loss on the long-context subset (1.7738
compared to 1.5649 for 2-stage training).
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