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Abstract

Large language models (LLMs) require a sub-
stantial amount of training data, which con-
trasts with the data-efficient learning observed
in humans. In our submission to the BabyLM
Challenge, we address this disparity by propos-
ing a parameter-efficient pretraining approach
for language acquisition from limited data. Our
approach involves initializing the model with
token embeddings trained by a shallow model,
followed by tuning the non-embedding pa-
rameters with non-linguistic data to introduce
structural biases. Then, we freeze the result-
ing model and pretrain it on the 10M-token
BabyLM corpus using LoRA adapters. Exper-
iments on small corpora demonstrate that our
approach improves upon classic pretraining of
the entire model.

1 Introduction

Large language models (LLMs) have shown im-
pressive performance across a wide range of bench-
marks, often rivaling human capabilities. However,
their training requires far more data than humans
need to acquire knowledge. To address the gap
between the training efficiency of LLMs and that
of a child, the BabyLM challenge provides an eval-
uation framework for developing data-efficient lan-
guage models trained on human-scale training data
of 10M–100M words (Warstadt et al., 2023; Hu
et al., 2024; Charpentier et al., 2025).

This paper presents our submission to the strict-
small track of the BabyLM Challenge, which aims
to train high-performance language models using
a corpus of just 10 million words. Our work fo-
cuses on developing parameter-efficient architec-
tures for model pretraining, as smaller models typi-
cally achieve better results when trained on small
datasets by reducing the risk of overfitting.

The proposed model is based on a BERT-like
transformer architecture (Devlin et al., 2019),

Figure 1: Overview of the proposed parameter-efficient
pretraining.

randomly initialized and pretrained on non-
linguistic data (correct bracketing) designed to in-
ject language-inspired structural biases into the
model. After the initial pretraining stage, the entire
model is frozen and further training on human-
written texts is carried out using low-rank adapters
(LoRA, Hu et al., 2021). This significantly reduces
the number of parameters trained on text corpora
compared to the original model. To further en-
hance parameter efficiency during pretraining, we
also explore the use of shallow models for word
embedding construction to initialize the embedding
matrices.

An experimental evaluation on two popular
benchmarks, BLiMP (Warstadt et al., 2020) and
EWoK (Ivanova et al., 2024), reveals that mod-
els trained with the proposed parameter-efficient
pretraining outperform those trained with standard
pretraining of all parameters. Ablation experiments
further demonstrate the benefits of non-linguistic
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data initialization and shallow models for embed-
ding matrices. We publish our results and submit-
ted models on HF repository.

2 Related Works

Word embeddings Early work demonstrating
that models pretrained on free-text corpora can
be useful for knowledge transfer across multiple
deep learning tasks, was primarily focused on con-
structing word embeddings. Mikolov et al. (2013)
proposed word2vec, which learns word embed-
dings using a skip-gram objective. Subsequently,
the mathematical relation between word2vec and
matrix decomposition was exploited to propose
GloVe (Pennington et al., 2014). Later, the
word2vec framework was extended to FastText (Bo-
janowski et al., 2017) that represents words as sums
of character n-gram embeddings, with a hashing
trick applied to improve parameter efficiency. All
of these models are shallow and very fast to train,
even on CPUs, yet they may provide valuable ini-
tialization points for embedding matrices in neu-
ral models (Kim, 2014). Note that embeddings
constitute a significant fraction of the parameters
of smaller models; for instance, in BERT (Devlin
et al., 2019), roughly one-fifth of all parameters
are devoted to token representations, so their good
initialization may provide significant performance
benefits.

Pretraining on artificial languages The effec-
tiveness of pre-trained language models in perform-
ing downstream tasks has sparked considerable re-
search interest in understanding the underlying rea-
sons. This was often investigated using specially
designed artificial languages. Papadimitriou and
Jurafsky (2020) noticed that pretraining on non-
linguistic data, such as MIDI music or sequences
of pairs of matched integers, enhances the perfor-
mance of language models on downstream tasks.
Chiang and yi Lee (2022) further studied pretrain-
ing on integer strings, measuring its influence on
the results on GLUE benchmark. They found that
training on integer strings with the same unigram
or bigram distributions as English words had a min-
imal effect on fine-tuning. Conversely, training
on strings with stronger dependencies, e.g., con-
taining groups of shuffled consecutive numbers or
sequences of paired integers, resulted in signifi-
cant improvements. These observations were also
confirmed by Ri and Tsuruoka (2022). The injec-
tion of structural biases into models via pretrain-

ing on specific artificial languages was studied by
Papadimitriou and Jurafsky (2023), whose exper-
iments showed a reduction in perplexity of up to
four times compared to random initialization.

Parameter-efficient fine-tuning The aim of
parameter-efficient fine-tuning (PEFT) methods is
to adapt large language models (LLMs) for down-
stream tasks by updating only a small subset of pa-
rameters, significantly reducing the computational
and memory requirements. Techniques such as
adapters (Chronopoulou et al., 2023), prefix tun-
ing (Li and Liang, 2021), or fine-tuning only bias
terms (Ben Zaken et al., 2022) have demonstrated
competitive performance with full fine-tuning. A
popular PEFT method is LoRA (Hu et al., 2021),
which freezes the pretrained parameters of lan-
guage models and approximates updates to weight
matrices by a low-rank decomposition. To the best
of our knowledge, such techniques were not previ-
ously used for language model pretraining.

3 Proposed Methodology

In this work, we propose a three-step approach
for parameter-efficient pretraining on small text
corpora: (1) using shallow model embeddings for
better surface-level lexical representation, (2) ini-
tializing the language model with structural biases
by pretraining it on artificial languages, and (3)
pretraining the frozen model using LoRA adapters.

3.1 Initialization with pretrained embeddings

As token embedding matrices constitute a signifi-
cant fraction of the parameters of small language
models, we initialize them by optimizing the con-
tinuous skip-gram model objective (Mikolov et al.,
2013) with a shallow linear model implemented in
the FastText package (Bojanowski et al., 2017).

The word embedding model is trained using
the same text corpus as the full language model,
but with additional preprocessing. As FastText
provides word embeddings and neural language
models operate on tokens, the entire corpus is to-
kenised with a whitespace character introduced to
split words into tokens. Next, standard FastText
training is performed, with the word embedding
size set to that of the neural model’s input embed-
dings. The embedding layer of the language model
is then initialised by the pretrained FastText embed-
dings.
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3.2 Initialization with artificial languages
To initialize the model with structural biases, we
experiment with pretraining on two artificial lan-
guages proposed by Papadimitriou and Jurafsky
(2023): the nested parentheses language (NEST)
and the crossing parentheses language (CROSS).

The NEST language has a vocabulary contain-
ing pairs of opening and closing tokens. Text is
generated from left to right, with an opening token
chosen with probability p = 0.49 and a closing
token chosen with probability p = 0.51 in each
iteration. If a closing token is selected, the most
recently unmatched opening token is closed. An
example sentence from the NEST language is:

1( 24( 24) 67( 39( 39) 67) 1)

The CROSS language operates on the same vo-
cabulary as NEST; the difference is that the closing
token can appear in any position after the open-
ing token. Therefore, every NEST sequence is a
correct CROSS sequence, but not vice versa, e.g.:

1( 24( 67( 24) 39( 39) 1) 67)

is a correct CROSS sentence. The text generation
procedure of CROSS keeps the distribution of dis-
tances between the opening and closing tokens the
same as in the NEST language.

The corpora generated in these two languages
are applied for the initial pretraining of the trans-
former model with the standard masked language
modeling objective. In this way, we can teach the
model structural biases present in (non-)context-
free grammars without using any language data and
enable more efficient training on a small dataset.

3.3 Parameter-efficient pretraining
After initializing the transformer language model
with pretrained embeddings and structural biases
(on artificial languages), we freeze the weights of
the entire model and inject LoRA’s trainable rank
decomposition matrices into each layer. The model
is then trained with a standard masked language
modelling (MLM) objective with default parame-
ters from HuggingFace library (Wolf et al., 2020).

4 Experimental setup

4.1 Dataset
For pretraining on text data, we use the 10M-words
version of BabyLM Corpus (Charpentier et al.,
2025), comprising data sampled from 6 different

domains. It includes OpenSubtitles (20%; dialogue
from films), Simple English Wikipedia (15%; non-
fiction), BNC (8%; dialogue), Project Gutenberg
(26%; fiction & nonfiction), CHILDES (29%; dia-
logue), and Switchboard (1%; dialogue).

For all our experiments, we use the cased variant
of the pretrained BERT tokenizer with a vocabulary
size of 28k. The non-linguistic pretraining data
consisted of 20,000 integer sequences following
the grammar of artificial languages. Each sequence
contained 512 tokens with a vocabulary size of 28k.

4.2 Autmomatic Evaluation Metrics
Models submitted to the BabyLM strict-small track
are evaluated using a suite of automatic evalu-
ation metrics: BLiMP (Warstadt et al., 2020),
EWoK (Ivanova et al., 2024), GLUE (Wang et al.,
2019), Entity Tracking (Kim and Schuster, 2023),
WUG Adjective Nominalization (Hofmann et al.,
2025), WUG Past Tense (Weissweiler et al., 2023),
COMPS (Misra et al., 2023), Reading Cloze
(de Varda et al., 2024), and AoA (Chang and
Bergen, 2022). In this work, we report our results
only for BLiMP and EWoK benchmarks.

4.3 Training details
FastText embeddings of dimension 768 were
trained using the gensim library.1 The training
employed the skip-gram objective with a window
size of 5 and was optimized for 5 epochs.

Pretraining on artificial languages was per-
formed with the default HuggingFace Trainer hy-
perparameters, namely the AdamW optimizer with
a learning rate of 5 ·10−5 and a dynamic batch size.
The optimization was performed for 25 epochs us-
ing the masked language modeling objective with
a masking probability of 0.20.

We experimented with ranks 16, 64, 128, 256 of
LoRA (Hu et al., 2021), always setting the parame-
ter α to twice the rank (i.e., α = 2 · rank). LoRA
adapters were applied to all modules except the
input and output embeddings and trained for 10
epochs. The pretraining setup otherwise followed
the same hyperparameters described above.

4.4 Model Variants
All experiments use the BERT-base architec-
ture (Devlin et al., 2019) as the underlying lan-
guage model. In addition to testing the proposed
approach, we perform experiments on various abla-
tions to assess the contribution of each component.

1https://pypi.org/project/gensim/
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Model BLiMP Supp. EWoK AvgEmbedding init. AL init. Pretraining

BERT-base (Devlin et al., 2019) skyline 84.15 69.84 55.75 69.91

Model initializations
Random None None 54.91 47.25 50.09 50.75
FastText NEST None 52.25 49.13 50.04 50.47
FastText CROSS None 57.51 50.05 50.47 52.67

Pretrained models
Random None Standard 56.26 48.48 50.09 51.61
Random None LoRA 53.09 46.25 49.97 49.77
Random CROSS LoRA 52.66 45.32 50.11 49.36
Random CROSS LoRA + emb. 54.14 45.68 49.74 49.85
FastText NEST LoRA 55.99 51.73 50.02 52.58
FastText CROSS LoRA 58.18 51.98 50.38 53.51

Table 1: Evaluation results of trained language models on the 10M corpus with different initializations of embedding
matrices (Embedding init.), initial pretraining on artificial languages (AL init.) and pretraining methods. LoRA +
emb. indicates fine-tuning of LORA adapters together with input and output embedding matrices. LoRA is tested
with the default rank of 16. Scores are measured on BLiMP, BLiMP Supplement (Supp.) and EWok benchmarks,
with the Avg column showing an average of all three values.

LoRA rank BLiMP Supp. EWoK Avg

16 58.18 51.98 50.38 53.51
64 58.55 50.49 50.43 53.15
128 60.96 51.27 50.25 54.16
256 60.20 53.21 50.10 54.50

Table 2: Results of our approach (initialized by FastText
and CROSS language) with different ranks of LoRA
matrices (see Table 1 for scores).

Model Initializations We evaluate model per-
formance without pretraining on linguistic data.
Specifically, we evaluate the performance of com-
pletely randomly initialized language model, as
well as the models initialized by FastText and pre-
trained on CROSS and NEST artificial languages.

Pretrained Models We also investigate several
variants of pretrained models. The primary base-
line is a transformer model trained in the standard
way: weights are randomly initialized, and pre-
training updates all model parameters. We then
test models with LoRA adapters and word embed-
dings initialized either randomly or with FastText.
Similarly, variants initialized with the NEST and
CROSS artificial languages are evaluated.

5 Results

Table 1 presents the automatic evaluation scores on
BLiMP, BLiMP Supplement (Supp.), and EWoK.
Among the compared settings, FastText-CROSS-
LoRA achieves the best performance, showing a
gain of approximately four points over its counter-
part initialized with random embeddings (Random-

CROSS-LoRA). Overall, initializing the model
with FastText embeddings consistently outperforms
random initialization. Artificial language pretrain-
ing appears beneficial only in the CROSS setting,
while configurations using NEST tend to degrade
performance. Interestingly, the model pretrained
only on artificial languages with FastText initializa-
tion obtained better performance than the standard
pretraining on text data. LoRA-based pretraining
yields slightly better results on BLiMP and BLiMP
Supplement benchmarks.

Since LoRA introduces only a small number of
trainable parameters and the default rank of 16 is
designed for fine-tuning only, the model may not
have sufficient capacity for pre-training and thus
underfit on the BabyLM corpus. To address this, we
experimented with higher LoRA matrix ranks (see
results in Table 2). For BLiMP, performance gen-
erally improves as the rank increases, but slightly
drops at a higher value, 256. In the case of BLiMP
Supp., the highest LoRA rank yields the best results.
By contrast, similar to BLiMP Supp., performance
on EWoK does not show any consistent correlation
with increasing rank.

6 Summary

This paper presents a parameter-efficient approach
for pretraining language models on small text cor-
pora. The main innovations include the usage of ar-
tificial languages to induce structural biases, using
shallow models for matrix embedding initialization
and pretraining a large model with LoRA adapters.
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Limitations

This paper was limited in testing different configu-
rations of trained models and it is highly probable
that the training parameters used were not optimal.
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