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Abstract

We introduce a comprehensive continual learn-
ing dataset and benchmark (CURLL) grounded
in human developmental trajectories from ages
5-10, enabling systematic and fine-grained as-
sessment of models’ ability to progressively
acquire new skills. CURLL spans five develop-
mental stages (0—4) covering ages 5-10, with
a skill graph of 32 high-level skills, 128 sub-
skills, 350+ goals, and 1,300+ indicators explic-
itly modeling prerequisite relationships. We
generate a 23.4B-token synthetic dataset with
controlled skill progression, vocabulary com-
plexity, and format diversity, comprising para-
graphs, comprehension-based QA (CQA), skill-
testing QA (CSQA), and instruction—response
(IR) pairs. Stage-wise token counts range from
2.12B to 6.78B tokens, supporting precise anal-
ysis of forgetting, forward transfer, and back-
ward transfer. Using a 135M-parameter trans-
former trained under independent, joint, and
sequential (continual) setups, we show trade-
offs in skill retention and transfer efficiency.
By mirroring human learning patterns and pro-
viding fine-grained control over skill depen-
dencies, this work advances continual learning
evaluations for language models.

1 Introduction

The ability to continuously learn and adapt to new
information throughout life is one of the hallmarks
of human intelligence. Unlike current artificial in-
telligence systems (e.g., LLMs, agents), humans in-
tegrate new knowledge with existing understanding,
build increasingly complex skills on earlier founda-
tions, and retain previous capabilities even as they
master new ones, and achieve all this with very
high sample efficiency. This capacity for lifelong
learning represents not just a practical advantage
but a fundamental aspect of intelligence itself (Ku-
dithipudi et al., 2022; Yan et al., 2024; Schmidgall
et al., 2023).

The continual learning (CL) problem thus is one
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of the grand challenges for achieving human-like
artificial intelligence. It addresses the core problem
of how computational systems can progressively
acquire, integrate, and refine knowledge over ex-
tended periods without compromising earlier capa-
bilities. For language models (LMs), this challenge
is particularly interesting: despite their impressive
performance across various tasks, these models
face a fundamental limitation in that their skill-set
and knowledge of the world becomes static after
training, frozen at the point of deployment (Shi
et al., 2024; Wu et al., 2024; Bell et al., 2025). In
real world, this information continually expands
and updates, and this limitation poses a significant
challenge to the long-term utility and relevance of
LMs.

Despite the importance of the continual learning
problem for LMs, current evaluation methodolo-
gies suffer from significant limitations:

1. Poor skill control: Existing benchmarks often
lack precise control over the specific skills
being tested, making it difficult to isolate the
effects of learning new capabilities (Liu et al.,
2025a; Rivera et al., 2022).

2. Unclear knowledge dependencies: The rela-
tionships between different skills are rarely
explicitly modeled, thus missing out on im-
portant transfer effects (Zheng et al., 2025;
Nekoei et al., 2021).

3. Inadequate forgetting metrics: Many evalua-
tions fail to properly measure catastrophic for-
getting across sequential learning tasks (Chen
et al., 2023a; Huang et al., 2023).

These limitations make it difficult to understand
to measure the efficacy of continual learning algo-
rithms for LMs. This in turn impedes the develop-
ment of more effective algorithms.

To address these gaps, we introduce a dataset
(CURLL) to train and evaluate continual learning
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algorithms for language models. Coming up with
a set of skills with a rich structure and dependen-
cies is a challenge in the construction of such a
dataset. We find such a source of skills in human
education. (CURLL) is grounded in the curricu-
Ium for human education from ages 5-10, divided
into five developmental stages (0—4). Each of these
stages represent one human-year. Our framework
incorporates 1,300+ fine-grained skills. The depen-
dencies among these skills are codified in a skill
graph having skills as nodes with the edges cap-
turing a prerequisite relationship. The edges are
weighted on a scale of (1-5) to capture dependency
strength. Starting from this set of skills, we gener-
ate a synthetic dataset of 23.4B tokens, with con-
trolled vocabulary complexity (stage-specific word
sampling from Age-of-Acquisition data as seed)
and multiple formats (paragraphs, comprehension
QA, skill-testing QA, instruction—response). Each
stage’s dataset ranges from 2.12B to 6.78B tokens,
enabling fine-grained evaluation at indicator, skill,
and stage levels. Our code, dataset (stages 0—4),
and skill graph will be publicly released. Our con-
tributions include:

* The idea of grounding skills in human edu-
cation curriculum in the context of continual
learning

* A synthetic data generation pipeline spanning
5 developmental stages with stage-specific vo-
cabulary, multi-format outputs, and explicit
skill dependencies

* This pipeline gives us a benchmark with fine-
grained control over measuring skill transfer,
forgetting and sample efficiency

* A skill graph-based dependency model that ex-
plicitly captures prerequisite relationships be-
tween learning objectives, enabling nuanced
analysis of skill transfer and forgetting

2 Related Work

One particular limitation of LMs is that their knowl-
edge is confined to fixed parameters established
during training (Du et al., 2023). While LLMs en-
code world knowledge in their parameters through
pretraining, this knowledge can quickly become
outdated as the world changes (Jang et al., 2021a).
Continual learning techniques address this by en-
abling models to learn continually and adapt, inte-
grating new knowledge and skills while retaining

previously learned information (Zheng et al., 2024).
This capability represents a fundamental property
of human intelligence: the capacity to dynamically
adapt cognition by ingesting new knowledge from
the environment over time (Du et al., 2023; Jin
et al., 2021). The core challenge in continual learn-
ing is the stability-plasticity dilemma, which re-
quires models to balance the previous skills (sta-
bility) with the ability to learn new tasks (plastic-
ity) (Jiang et al., 2024; Wang et al., 2025; Liu et al.,
2025b). Catastrophic forgetting emerges as the pri-
mary manifestation of this challenge, where LMs
tend to forget previously acquired knowledge when
learning new instances (Huang et al., 2024; Zeng
et al., 2023; Liao et al., 2025).

Many datasets and benchmarks exist for con-
tinual learning of language models such as
TRACE (Wang et al., 2023), MMLM-CL (Zhao
et al., 2025), OCKL (Wu et al., 2023), CKL (Jang
et al., 2021b), TemporalWiki (Jang et al., 2022) and
TiC-LM (Li et al., 2025) etc. TRACE (Wang et al.,
2023) highlights the problem in existing bench-
marks that are often too simple or are already in-
cluded in the LLM instruction-tuning sets. It also
introduces new metrics to evaluate shift in LLM
abilities. MMLM-CL (Zhao et al., 2025) discusses
the shortcomings of current Cl benchmarks as
lack of real world applicability and IID evaluation.
OCKL (Wu et al., 2023) proposes new metrics for
measuring knowledge acquisition rate and knowl-
edge gap but concentrates primarily on knowledge-
intensive tasks as compared to procedural tasks.
TemporalWiki (Jang et al., 2022) also concen-
trates on updating factual information in language
models based on temporal data constructed from
Wikipedia snapshots. Several domain-specific
benchmarks exist as well for language models.
Continual relation extraction has been evaluated on
datasets including Continual-FewRel, Continual-
SimpleQuestions, and Continual-TACRED, where
relations are partitioned into sequential tasks (Wu
et al., 2021). SuperNI contains a variety of tradi-
tional NLP tasks and serves as a practical bench-
mark for continual learning of large language mod-
els (He et al., 2024). Yang et al. (2024) intro-
duced the Life Long Learning of LLM (5L-bench)
benchmark, which encompasses a curated dataset
of question-answer pairs and evaluation metrics for
both open-book and closed-book settings.

Despite these developments, existing continual
learning benchmarks are often considered unsuit-
able for evaluating state-of-the-art LMs (Wang
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Instruction-Response Data:
Instruction: Do you remember when
there was a big storm and we saw
the lightning? What did we do when
the lightning flashed?

Response: We went inside! Mommy
said it was too loud to stay outside
when the lightning was close.

p

Goal: Child understands and responds

to increasingly complex communication
and language from others

Indicator: Shows an understanding of
talk related to the past or future

Context: Lily was building a tall tower of blocks. It wobbled, and then... *crash!*
She giggled. Mama smiled. "We're having so much fun waiting for Papa, aren't
we?" "Papa come home?" Lily asked, looking up with big eyes. "Yes, Lily! Papa
is coming home *soon*," Mama said. "He's on an airplane right now. Do you
remember what Papa does when he comes home?" ....

CQA data:

question: What was Lily
building?

answer: Blocks! She was
building a tower of blocks.

CSQA data:

question: Lily's mama said Papa is on an
airplane now. Is Papa here with Lily now?
answer: No! He is flying in the sky! Not here yet.

Estimate, add and subtract
whole numbers with up to
three digits (regrouping of
ones or tens)

age group: 5-11

skill: Mathematics

subskill: Number

goal: Integers and Powers
stage: 3

Weight: 5
label: is prerequisite of

and one-to-one correspondence
age group: 5-11

skill: Mathematics

subskill: Number

goal: Counting and sequences
stage: 1

Figure 1: Developmental framework for children aged 0-11 years, categorized into stages (0-4). Only examples of
skills and subskills are mentioned here. An example of how the data looks like is given in the top right. Two nodes
and an edge from the skill graph is given in the bottom right.

et al., 2023; Razdaibiedina et al., 2023; Scialom
etal., 2022; Zhang et al., 2015). These benchmarks
often emphasize artificial task boundaries (He et al.,
2024), lack temporal and distributional complex-
ity. Moreover, these datasets do not offer precise
control over skills or information to validate the ef-
fectiveness of existing solutions for continual learn-
ing. Skill-it (Chen et al., 2023b) introduces a data
sampling algorithm for continual pretraining and
finetuning. They do this by arranging the skills in
a increasing order of complexity. Other existing
works (Khetarpal et al., 2020; Greco et al., 2019;
Xu et al., 2024) discuss the importance of skill
distinction and its effect on evaluating continual
learning.

3 Dataset Setup

One of the main design decisions in the construc-
tion of our dataset is to precisely specify the skills
that the model learns at each stage of continual
learning. To this end, our framework for evaluating

continual learning is grounded in human learning
curriculum, with the dataset designed to mimic
the developmental stages from age 5-14. This sec-
tion details our methodology for constructing the
dataset, developing the skill graph that models de-
pendencies between skills, and creating test-train
splits for evaluation.

3.1 Grounding in Human Curricula

We use two established educational frameworks
to develop our skill taxonomy: the Early learning
Outcomes framework (ELOF) for children below
age 5 and the Cambridge curriculum for children
aged 5-14. These frameworks help us define fine
grained notion of skills. this is specified by a skill-
tuple which consists of four components:

« Skills': High-level domains or subjects (e.g.

'The word skill here has a specific meaning, which is
related but not the same as the general notion of skill we have
been discussing
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Mathematics, Social and Emotional Develop-
ment)

* Sub-skills: Specific components within a skill
(e.g., Counting and Cardinality, Relationship
with adults)

* Goals: Broad statement of learning expecta-
tions within a sub-skill

* Indicators: Specific, observable behaviors that
demonstrate mastery of a goal

Examples of each of these can be seen in Figure 1.
The ELOF framework, introduced by the U.S.
Office of Head Start in 2015, provides a compre-
hensive roadmap for child development from birth
to age five across five broad areas: Approaches
to Learning, Social and Emotional Development,
Language and Literacy, Cognition, and Perceptual,
Motor, and Physical Development. For ages 5-11,
we use the Cambridge Primary Curriculum, which
covers subjects including English, Mathematics,
Science, Computing, and Global Perspectives. The
curriculum structure flows from subjects (renamed
as skills in our framework) to domains/strands (re-
named as subskills), then to substrands (goals),
each with specific learning objectives (indicators).
For children aged 11-14, we use the Cambridge
Lower Secondary Curriculum, which maintains the
same subjects as the previous age group but has in-
creased complexity with different subskills, goals,
and indicators. We also adopt the notion of stages
from the Cambridge curriculum in our framework,
where each stage corresponds to one year starting
from age 5. Therefore, we have 10 stages in our
framework, where stage 0 denotes ages up to 5,
stage 1 denotes age 5-6 and so on. In this work,
we only use stages 0, 1, 2, 3, 4, i.e. until age 9-10
years for data generation and experiments. The
number of skill-tuples in our framework is same
as the number of indicators present up to stage 4,
statistics of which are mentioned in Table 1.

3.2 Skill Graph

A critical component of our framework is the skill
graph, which captures the prerequisite relationships
between indicators. This is a directed graph that
has indicators as nodes, with edges representing
prerequisite relationships weighted from 1-5 to in-
dicate dependency strength. These relationships
model how skills are built on each other in de-
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Figure 2: Heatmap showing the number of prerequisite
edges between stages in the skill graph. Rows corre-
spond to source stages, columns to target stages, and
color intensity indicates the number of connections.

velopmental stages. We use an LLM? to predict
these dependency relationships between indicators.
While the skill graph isn’t directly used for skill
data generation, it provides insights for analyzing
continual learning patterns and interpreting evalu-
ation results. To verify the validity of skill graph,
we analyze the distribution of incoming and outgo-
ing edges across different stages, confirming that
lower stages generally have fewer incoming depen-
dencies while higher stages have more prerequisite
relationships. Figure 2 shows this analysis.

3.3 Synthetic Data Generation

Our synthetic data consists of instances, each mim-
icking a situation a child might encounter. In-
stances are of three types: (1) IR: an instruction-
response pair, where the instruction is about some
general world knowledge, (2) CQA: context-based
question-answers for testing comprehension, (3)
CSQA: context-based question-answers for testing
skills. A context is a short piece of text which forms
the basis of the corresponding question-answer
pairs in the instance. Contexts can be of multi-
ple types as specified by a template: for example, a
simple narrative, or a dialogue. Similarly, IR-pairs
can also have different types specified by templates,
e.g., mimic action or follow simple direction. See
Figure 4 for more examples.

Instances are generated by prompting an LLM
with a seed. A seed consists of a skill-tuple, vocab-
ulary seed, instance type, template. This choice is

2Gemma3-27B-IT is used for all LLM inferences through-
out this work
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Stage Skills & Goals Instances Total # Tokens in Bn
# SKkills # Sub-skills # Goals # Indicators | # CQA # CSQA # IR Pairs
0 7 24 59 182 1.0M 3.01M 3.30M 2.12
1 7 29 86 292 20.2M  4.04M 4.10M 347
2 6 26 67 249 23.5M  4.70M 4.78M 4.56
3 6 26 68 271 31.2M  6.24M 6.29M 6.47
4 6 23 70 349 274M  549M 5.52M 6.78

Table 1: Dataset statistics across developmental stages (0—4), including generated instances, and total tokens

crucial for ensuring diversity and coverage of our
data. An example of our seed and the generated
instance is given in Figure 4. This tuple is also our
way to ground the generations in the skill graph. In
more detail, a seed is generated as follows:

1. Age-appropriate skill grounding: Each gener-
ated instance is tied to a specific skill-tuple
from our curriculum framework. Since this
tuple contains the stage and age group, the
generated data is expected to be grounded in
the same.

2. Vocabulary seed: To generate the data at scale,
we use additional seeds for diversity. One
of them is the words from vocabulary of a
child belonging to a stage in the curriculum.
We do this by using the Age-of-Acquisition
data (Kuperman et al., 2012), where words
along with the age-rating based on human
studies are presented. 1000 words are sam-
pled for each stage. A vocabulary seed con-
sists of one randomly chosen word from this
list.

3. One of the instance types (IR, CQA, CSQA).

4. Templates: For each skill-tuple we generate
at least 15 sample templates for contexts and
for IR-pairs. Therefore each skill tuple has
at least 15 types of context templates like sto-
ries, dialogue etc. and 15 types of instruction-
response templates like why questions, de-
scribing the event etc. Examples of these tem-
plates are mentioned in Figure 4. We use an
LLM to generate these templates by giving
the skill-tuple as the input. The prompts for
generating context and IR templates are given
in the Appendix (A.5.3).

To generate one instance of the data, we first
construct a seed: each skill-tuple is combined with
a vocabulary seed for that stage, an instance type
and a template for that instance type. If the instance
type is CQA or CSQA, then we first generate the

context and then using the context we generate the
corresponding question-answers. If the instance
type is IR then we directly generate the instruction-
response pairs. The prompts for all the generations
are presented in the appendix A.5. In our dataset,
each instance includes the seed used to generate it
as part of its metadata.

3.4 Data Statistics and Verification

We generated data for stages 0 through 4 inclu-
sive, containing a total of 23.4B tokens (Table 1).
We use two methods to measure this diversity of
generated data: 1) Diversity as reciprocal of com-
pression ratio using gzip (Gailly and Adler, 1992).
2) The intra- and inter-text deduplication rate as cal-
culated by semantic deduplication. Details of how
these measures are implemented are given in the ap-
pendix A.1. Cross-stage analysis shows higher di-
versity and lower deduplication rate (<5%) between
stages compared to intra-stage results, confirm-
ing that content evolves meaningfully across de-
velopmental progression while maintaining stage-
specific uniqueness. The results for these methods
are presented in Table 2.

Stage Context IR
Divt  Dedup | Div 1 Dedup |
0 3429%  11.83% | 30.77% 3.50%
1 35.60% 5.36% 31.73% 3.85%
2 3417%  1547% | 32.64% 2.54%
3 34.68%  14.86% | 32.97% 2.09%
4 3545%  13.41% | 33.14% 1.93%

Table 2: Diversity and Deduplication metrics for context
and instruction—response data across stages

Another important feature of the dataset is the
progression in the difficulty of the skills as the stage
number increases. We sample 500K instances from
each stage for each data type and run statistical
readability tests®. Means across multiple readabil-

3These tests use pre-defined word corpuses to predict the
grade a text belongs to. We use the following repo to measure
the readability: https://github.com/cdimascio/py-readability-
metrics
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ity metrics are reported in Table 3. The readability
tests show that as stages progress, the texts also be-
come increasingly challenging. At least 50 random

IR

4.48 15
4.86 141
4.69 159
5.03 150
591 134

CQA

2.38 258
4.39 151
4.39 150
4.65 170
5.63 14

CSQA

3.07 226
4.44 16
4.69 154
4.98 146
5.96 130

Stage | Context

4.61 187
52417
5.18 193
5.51 185
6.42 179

WO = O

Table 3: Average readability scores of generated data
across stages, reported for context, comprehension
QA (CQA), skill-testing QA (CSQA), and instruc-
tion—response (IR) data. Scores generally increase with
stage, reflecting controlled growth in textual complexity
aligned with developmental progression

instances from each dataset per stage were manu-
ally analysed. Based on manual inspection, CQA
data for all stages was found to be accurate. IR and
CSQA data had certain patterns like excessive use
of discourse markers for early stages and verbose
response to instructions.

3.5 Train-test split

We aim to keep the size of the test set per stage
to be between 5k-7k samples. And to ensure uni-
form coverage of indicators in the test data, we
choose 25 instances per indicator. Since the data is
synthetically generated at scale, though we cannot
validate the entire data, we reserve the highest qual-
ity samples for the test set. Three types of test sets
are created based on the three instance types. 100
random samples are selected per indicator for each
of the data format. All 100 questions are graded
by the LLM on a scale of 1-5 for correctness of
the response. The detailed rubrics and prompts are
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Skill: Language and Communication

Subskill: Attending and Understanding

Goal: Child attends to communication and language
from others

Indicator: Uses verbal and non-verbal signals
appropriately to acknowledge the comments or
questions of others.

Stage: 0

Age group: 0-5

Generate Templates

Context Templates

Simple narrative Instruct Templates

Describe feeling

retelling
s outcomes
Character feeling X %
. { Identify action sequence
description .
X Label object function
Action sequence A .
. . Mimic action
description

demonstration
Follow simple direction
Repeat phrase recall

Event-based short story
Peer interaction

dialogue .
parent-child Respond to question
A prompts
conversation

Sample one:
Describe feeling
outcomes

Sample one:
Simple Narrative
retelling

Word: road (Noun)

Instruction: If
someone told you they
were sad because
their block tower
fell down, what could
you say to show them
you're listening?

Topic: A little bear and his
mother take a walk in the forest
and encounter various animals,
encouraging turn-taking in
conversation and acknowledgement
of others.

Context: Barnaby Bear and his Response: I could say
Mama Bear were going for a walk! '0h no!' And then
The sun was warm, and the forest maybe say, 'That's
smelled like pine trees. They too bad'. Like when I

were walking on a dirt path.
"This path is bumpy, Mama!" said
Barnaby. Mama Bear smiled. "Tt
is a little bumpy, little one.
Watch your step!" ...

wanted to build a
really long road for
my cars and it kept
falling over, I felt
sad too.

generate 5

generate 3 CSQAs cons

Question: Mama Bear told
Barnaby to watch his step.
Can you show me how
Barnaby listened to his
Mama? What could he do?
Answer: He could... look
at her! And... and say
tokay!"

Question: Who went for a
walk?

Answer: Barnaby Bear and
Mama Bear!

Question: What did the
forest smell like?
Answer: Pine trees!

Figure 4: Synthetic data generation pipeline



presented in the appendix A.5. 25 highest scoring
(mostly 5) instances out of all instructions were
selected in the test set. 25 randomly selected in-
stances from the remaining samples were put in the
validation split. And all the rest of the instances re-
main in the training set. Note that this construction
ensures that the test, validation and training sets
are disjoint because they use distinct seeds.

4 Experiments and Results

We do preliminary experiments to validate the qual-
ity of our dataset, in addition to the checks per-
formed in Section 3.4. Unlike traditional language
model training that includes two stages: pretraining
and then finetuning, we do a single phase training.
All instance types i.e. CQA, CSQA, and IR are
included in the same phase. Since all of them are
question-answers, with and without context para-
graphs, we use a standard chat template to train the
language models from scratch. Smollm2-135M pa-
rameter model is used as the base architecture. All
training runs are performed on one full epoch of
the data. Learning rate of 5e-3 and effective batch
size of 1536 instances remain unchanged across ex-
periments. We use a context length of 1024. Other
training and inference related hyper-parameters are
mentioned in the appendix A.2.

Our preliminary experiments includes three
types of training:

1. Independent: The model is trained from
scratch on data of each stage independently.
The models trained in this fashion are denoted
by M; if trained on data of stage .

2. Joint: The model is jointly trained on a mix-
ture of stages. The data from different stages
is combined and shuffled randomly. These
models are denoted as M;; if the model is
jointly trained on data of stage ¢ and stage j.

3. Continual: The model is first trained on stage
1, then stage j, then stage k£ and so on. This
model is denoted by M;_; if it is trained until
stage j, by M;_;_ if it is trained until stage
k and so on.

4.1 Results

To evaluate the trained models, the instances from
test set are passed through the chat template and
the model is asked to complete the generation post
instruction. These inferences along with the prompt
is passed to an LLLM to rate on a scale of 1-5. This

is followed for all three types of test sets. Each
model is evaluated on test sets of all stages. The
prompt and rubrics of evaluation are mentioned in
the appendix A.5. The main objective of the rating
is to evaluate the correctness of the model inference
with some weightage to the stage on which the
model is being evaluated. The summation of scores
across test set types (IR, CQA, CSQA) is presented
in Figure 3. The individual scores are available in
the appendix.

The Y-axis of the figure shows the stage on
which the model is being evaluated. The Y-axis
denotes the data used to train the model. For the
case of independent training, .S; denotes data from
stage ¢ is used for training. For Joint training S;
denotes mixture of data from all stages until ¢ in-
cluding stage 7. For Continual training, this means
model trained sequentially until stage .

The figure shows that as compared to indepen-
dent models (M/;), joint models(M/;;) show bet-
ter generalization to later stages but also, stronger
performance on trained stages. However contin-
ual models (M;_;) shows the best performance
on later stages but the performance degrades on
already trained stages. This is better shown in Fig-
ure 5 across different test set types. Even though
M;; and M;_; are trained on exactly on the same
amount of data with same hyper-parameter settings,
just by changing the order of the data, i.e. by ar-
ranging the data in a progressive fashion, leads to
better generalization. However this also leads to
forgetting of previous skills, which in this case is
counter-intuitive as the later skills require mastery
of foundational skills.

This is however decoded by referring to the skill-
graph. The skill that has the highest difference
between the performance of joint and continually
trained model for stage 0 (Mo vs. My_1) is "Per-
ceptual, Motor, and Physical Development" and for
stage 1 (Mo12 vs. My_1_2) is "Digital Literacy".
These skills are also the skills that are having the
least number of outgoing edges, i.e. all indicators
that belong to these skills are rarely prerequisite
of future skills*. This can be seen from Figure 6,
where the sum of all edges from indicators present
in source skills (y-axis) to indicators present in
target stages (x-axis) is plotted. All results per

*Perceptual, Motor and Physical Development can be seen
as a fundamental skill which one might expect to have more
outgoing edges than seen in Figure 6. This is explained by
the fact that all skills except stage 0 skills are derived from an

academic curriculum, while stage O refers to skills required
for holistic development of a 5 year old.
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Figure 6: Out-degree distribution of skills from stages
0 and 1 in the skill graph. Skills with fewer outgoing
prerequisite edges (e.g., Perceptual, Motor, and Physical
Development; Digital Literacy) are less connected to
later stages and are observed to be more vulnerable to
forgetting in continual training.

Source stage skill

indicator per stage are given in the appendix.

The tasks across stages within the same age
group show a high degree of similarity. This is
reflected in the strong task transfer observed even
when stages are trained independently (3). A sim-
ilar pattern appears in Table 3, where the average
readability scores for stages 1 and 2 in the 5-11
age group are not strictly monotonic. This mirrors
how human learning typically progresses: moving
from stage 1 to stage 2 usually involves introduc-

ing only a few new concepts while increasing the
complexity of the concepts already learned. Read-
ability tests, however, capture complexity only in a
statistical sense, based on a fixed set of words and
sentence structures.

5 Utility of CURLL

CURLL can serve multiple broad purposes to bet-
ter understand and solve the problem of contin-
ual learning of language models. One of the core
components is skill graph that can be used as a
diagnostic tool. The metadata in CURLL allows
fine-grained control of the number of instances
and skills seen by the model during training. This
enables better evaluation of sample efficiency of
continual learning algorithms. By leveraging pre-
requisite edges, one can test whether learning Skill
A improves Skill B. As discussed in Section 4.1
it also helps interpret forgetting: low-outdegree
skills (few dependencies) vs. high-outdegree skills
(many dependencies) behave differently. Forget-
ting, forward transfer, backward transfer, and data
efficiency can all be measured at skill, sub-skill,
and indicator levels, which is richer than stage-
or task-level metrics in existing benchmarks. The
framework also allows data generation at scale,
which enables researchers to work on continual
pretraining in a much controlled setting as com-
pared to existing works.

6 Conclusion

We developed a continual learning evaluation
framework for language models grounded in hu-
man developmental curricula. (CURLL) combines
a directed, weighted skill graph of over 1,300 in-
dicators with a 23.4B token synthetic dataset that
controls stage-wise vocabulary, difficulty, and for-
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mat. It enables fine-grained analysis of forgetting
at the level of skills, sub-skills, and indicators. Our
experiments with independent, joint, and sequen-
tial training show that the order of data alone, can
affect forgetting and generalization. Future work
will extend the dataset to later stages, and explore
dependency-aware curriculum schedules. Such ex-
tensions will allow us to better characterize and
mitigate the retention—plasticity trade-off, bring-
ing evaluation setups closer to realistic, human-like
continually learning models.

Limitations

A limitation of the present work is that both the in-
structions and the responses are part of the dataset
and the language model ends up learning both. A
setup that truly reflects human-like learning would
involve, instead of a static dataset, an environment
in which the agent learns by interactions. Ulti-
mately, this limitation stems from the nature of
language modeling itself rather than being a weak-
ness of data set design. Another limitation of the
work is the use of synthetic data exclusively for
experiments. While this step was taken to ensure
greater control over data, the data might not re-
flect the real world scenarios of continual learning.
Finally, all the experiments are performed on a
135M-parameter model. While perfectly suitable
for a proof-of-concept, foundation models are typi-
cally orders of magnitude larger. The dynamics of
catastrophic forgetting and knowledge transfer may
differ significantly at scale. The conclusions drawn
from this smaller model may not fully translate to
a billion-parameter model.
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A Appendix

Per-stage per-Indicator results can be found here:
Results sheet

A.1 Verification

For both the methods, 500K texts are sampled from
each of the Paragraphs and Instruction-response
pairs.

A.1.1 Diversity

For the diversity of the text, we follow Chang et al.
(2024) and calculate the compression ratio of the
text as

CR(D) = Original size of D (bytes)
~ Compressed size of D (bytes)’

and define diversity by
Dr(D) = 1/CR(D).

A higher compression ratio CR(D) indicates
greater redundancy, meaning lower diversity in the
text. Thus, diversity Dr(D) increases when redun-
dancy decreases. We see diversity ranging between
30.77% and 35.60%, which is similar to other
work. As a comparison, we also calculated the di-
versity of S00K samples from the validation set of
TinyStories, a paper exploring synthetic data gen-
eration to train a small language model. Their text
diversity ranges from 31.04% to 32.66% within the
pretraining and instruct data, respectively (Eldan
and Li, 2023).

A.1.2 Deduplication

For semantic deduplication®, we pass the texts
through a sentence encoder and find the deduplica-
tion rate as the percentage of sentences that have
cosine similarity of at least 0.95 with another sen-
tence in the same stage.

SWe use the following repo for semantic deduplication:
https://github.com/MinishLab/semhash

Test type IR (rating out of 5)

Stages 0 1 2 3 4
My 4.16 329 297 283 249
M, 370 3.70 321 3.08 2.80
My 371 3.55 356 327 3.00
Ms 3.64 345 335 357 3.07
M, 338 335 332 334 355
Mo12 422 381 3.55 334 3.07
Mo 4.19 373 325 312 284
Moy—y 394 387 338 326 298
Mo123 4.15 379 356 355 3.14
Moy_1_9 399 375 372 347 3.19
Mo1234 4.16 3.80 3.60 3.60 3.46
Moy_1-2-3 397 373 3.61 382 334
Mo_1_9-3-4 | 373 3.63 3.58 3.62 3.78

Table 4: All results for IR test set. The column repre-
sents each stage on which a model is being evaluated.

A.2 Hyperparameters

All experiments were conducted with a consistent
set of training hyperparameters to ensure compa-
rability across runs. Models were initialized using
the kaiming normal method unless otherwise spec-
ified, and trained with AdamW optimizer (= 0.9,
= 0.98, = 1e8) with weight decay of 0.01. We
used a base learning rate of 5e — 3, applied gra-
dient clipping with a maximum norm of 1.0. We
used gradient accumulation (8 steps with batch size
24 on 8 GPUs, yielding an effective batch size of
1536). Training was performed for one full epoch
over each dataset split with a context length of 1024
tokens. Mixed precision was enabled with bfloat16
(bf16) for efficiency, while fp16 was disabled. All
experiments were seeded with 42 for reproducibil-
ity. For inference, the model was loaded in bfloat16
precision with padding set to the EOS token and
left-side padding for alignment. Prompts were tok-
enized with a maximum length of 512 tokens, and
generation used a temperature of 0.7, top-p sam-
pling of 0.95, and a maximum of 128 new tokens
per prompt.

A.3 Results

Table 4 gives the results of all experiments on IR
test set.

Table 5 gives the results of all experiments on
CQA test set.

Table 6 gives the results of all experiments on
CSQA test set.
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Test type CQA (rating out of 5)

Stages 0 1 2 3 4
My 416 329 297 283 249
My 370 370 321 3.08 2.80
Mo 371 355 356 327 3.00
Ms 3.64 345 335 3.57 3.07
M, 338 335 332 334 355
Mo12 422 381 355 334 3.07
Moy 419 373 325 3.12 284
Mo—y 394 387 338 326 298
Mopi23 4.15 379 356 355 3.14
My-1-2 399 375 372 347 3.19
Mop1234 4.61 427 4.05 3.87 345
Mo_1-2-3 442 427 409 397 345
Mo_1-20-3-4 | 417 4.14 397 385 3.60

A4 Detailed Readability Metrics

Note that average grade of the data is slightly higher
than the intended age of the data (especially for the
first few stages). However, this is because not all
skills we generate data for are, in real-life, text-
based. Thus, demonstrating them in language ends
up requiring complex words, which affects the read-
ability score. For example, children can verbally
reason about cause-and-effect in multi-turn conver-
sations, but when written down, that same dialogue
is rated at a much higher reading level than the
child can actually read, leading to higher readabil-
ity scores in our data.

A.5 Prompts

A.5.1 Edge Prediction
System prompt for Edge prediction

Table 5: All results for CQA test set. The column repre-
sents each stage on which a model is being evaluated.

Test type CSQA (rating out of 5)

Stages 0 1 2 3 4
My 389 285 252 233 1.95
M, 3.63 335 292 275 239
Mo 353 325 315 287 253
M3 3,51 322 3.03 3.10 2.6l
My 329 3.13 3.00 293 2.89
Mopi2 397 348 321 296 261
Mo1 393 337 293 276 240
Mo_q 3.87 355 3.09 291 251
Mopi23 397 347 321 3.08 2.65
Mo_1-9 3.83 347 331 3.03 2.66
Mp1234 397 349 324 313 288
Mo_1-2_3 3.83 348 324 326 276
My_1-2-3-4 | 3.65 341 323 3.17 3.05

Table 6: All results for CSQA test set. The column rep-
resents each stage on which a model is being evaluated.

You are an expert in skill development and
cognitive science. Your task is to analyze
the relationship between two skill
indicators and determine if there is a
logical prerequisite dependency between them

Each skill indicator is given with:
- a_label and a_id
- b_label and b_id

These represent two distinct skill indicators.
You must determine whether one is a
prerequisite for the other.

Instructions:

- A skill X is a prerequisite for skill Y if Y
logically requires understanding or
demonstrating X beforehand.

- Compare the meaning of a_label and b_label to
determine if:

- A depends on B edge from b_id to a_id
- B depends on A edge from a_id to b_id
- No clear dependency no edge

Output format:
Return a JSON object like:

e

{{
"edge": true or false,
"from”: "source_id"” or "NA",
"to": "target_id" or "NA",
"reason”: "Brief explanation of the dependency
or lack thereof”

json

33

e

- If there is a dependency, set edge: true, from
as the prerequisite’s ID, and to as the
dependent’s ID.
- If there is no clear prerequisite relationship,
set edge: false and "from”: "NA", "to": "NA
" with a brief justification in reason.
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Dataset Stage Flesch Kincaid SMOG Coleman Liau Automated Readability Dale Chall Gunning Fog
Context 0 3.15035 6.90 0.76 4.28 051 1.68 0.47 6.69 0.27 4.94 034
Context 1 3.68 0.35 7.55073 5.18 050 2.58 049 6.70 0.29 5.74 035
Context 2 3.80 036 7.54 075 4.21 046 2.25 048 7.18 035 6.12 038
Context 3 4.16 036 7.84 0.74 4.58 048 2.71 050 7.27 036 6.48 0.38
Context 4 5.13 042 8.76 0.79 5.39 051 3.77 056 7.89 034 7.58 045
CQA 0 0.79 035 5.06 059 0.26 059 -1.47 043 6.89 030 2.75 034
CQA 1 2.73 037 6.45 059 4.10 0.54 1.65 0.49 6.47 026 4.92 045
CQA 2 2.74 038 6.42 0.59 4.00 053 1.67 0.50 6.44 0.28 5.07 04s
CQA 3 3.04 037 6.66 0.59 4.37 052 2.08 0.49 6.41 0.27 5.36 044
CQA 4 4.08 0.38 7.54 059 5.59 048 3.52 049 6.50 025 6.54 047
CSQA O 1.34 0.28 5.37 0.70 2.07 043 -0.20 036 6.21 0.20 3.65027
CSQA 1 2.84 030 6.36 0.71 4.14 037 2.04 0.40 6.03 0.21 5.24 033
CSQA 2 3.16 0.29 6.54 072 4.33 037 2.43 039 6.08 0.23 5.59 033
CSQA 3 3.49 0.29 6.81 0.70 4.64 037 2.87 039 6.14 0.25 5.96 032
CSQA 4 4.62 033 7.72 072 5.56 041 4.25 046 6.50 027 7.12 037
IR 0 2.97 047 6.32 0.64 4.12 052 2.25 062 5.81 023 5.43 048
IR 1 3.40 045 6.61 0.65 4.51 050 2.88 0.61 5.76 025 6.02 050
IR 2 3.16 037 6.62 072 4.23 045 2.33 050 6.10 026 5.68 043
IR 3 3.55037 6.93 071 4.62 0.46 2.87 01 6.13 0.27 6.09 0.42
IR 4 4.59 041 7.66 0.73 5.41 046 4.13 056 6.46 0.28 7.20 047
Table 7: Detailed Readability Metrics Across all 5 Stages and Datasets
Only base your answer on the textual meaning of
the labels, and only report direct
dependencies (not transitive or indirect
ones).
User prompt for Edge prediction
Given the following skill indicators:
- a_label: {label_1}
Stage Pair Context - a_id: {id_1}
. - b_label: {label_2}
Divt  Dedup | - b_id: {id_2)
Determine the dependency relationship and output
0,1 3129%  0.3% pragced)
0,2 31.96% 0.1% _
0,3 32.25% 0.0% « json
0,4 32.50% 0.0% "edge”: true or false,
1,2 32.27% 0.3% "from": "source_id"” or "NA",
"to": "target_id"” or "NA",
1,3 32.52% 0.2% "reason”: "Brief explanation of the dependency
1,4 32.71% 0.1% or lack thereof”
2,3 | 3282% 04% Dy
2,4 32.94%  0.2%
3,4 33.07% 0.2%

Table 8: Diversity and Deduplication Rates when Con-
sidering Pairwise Stages

A.5.2 Edge weight prediction
System prompt:

You are an expert in child development, skill
acquisition, and cognitive science. Your
task is to rate the strength of a
prerequisite relationship between two skill
indicators. Each input includes:

- from_label and to_label: the skill indicators
(already determined to be in a prerequisite
relationship, where from_label is a
prerequisite for to_label)
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- Additional metadata: age groups, subskills,
goals, developmental stages, and a rationale
for why the edge exists.

Instructions:

Rate the dependency strength on a scale from 1
to 5, where:

- 1 = Very weak dependency (minimal or
contextual support, can often be developed
independently)

- 2 = Weak dependency (some support role, but
not always required)

- 3 = Moderate dependency (often occurs first,
but not strictly necessary)

- 4 = Strong dependency (usually needed before
progressing)

- 5 = Very strong dependency (essential
foundational step for the next)

Your response should consider:

1. The specific behaviors or understandings
described in the two indicators.

2. Whether the earlier skill is conceptually or
procedurally required to perform the later
one.

3. The closeness of developmental stages and
subskills.

Output Format:
Return your decision as a JSON object:
‘¢“json
{{
"weight”: [an integer from 1 to 5],
"reason”: "[a brief explanation of why this
weight reflects the strength of the
dependency]”
13

I

from 1 to 5.

Output a JSON object:
‘¢‘json
{{
"weight": [an integer from 1 to 5],
"reason”: "Brief explanation of why this
weight reflects the strength of the
dependency”

1}

e

A.5.3 Templates

System prompt for generating templates for IR
data:

User prompt:

Given the following information about a
prerequisite relationship between two skill
indicators:

- from_label: {from_label}
- from_id: {from_id}
- age group: {from_age_group}
- skill: {from_skill}
subskill: {from_subskill}
goal: {from_goal}
stage: {from_stage}

- to_label: {to_label}
- to_id: {to_id}
- age group: {to_age_group}
- skill: {to_skill}
- subskill: {to_subskill}
- goal: {to_goal}
- stage: {to_stage}

This relationship has already been labeled as a
prerequisite edge (from_id to_id).

Rationale for this dependency:
"{reason}"

Rate the strength of this dependency on a scale

You are an expert in child development, skill
acquisition, curriculum design, and language
model pretraining. Your task is to identify
developmentally appropriate and general *x
non-instructional text typesx* for synthetic
pretraining of a language model.

Each input includes:

- indicator: a natural language description of
the learning objective or task

- age_group: developmental age (e.g., 05, 511,
1114)

- skill: broad academic or developmental domain
(e.g., Mathematics, English, Scientific
Reasoning)

- subskill: a specific subdomain or area of
focus (e.g., Listening, Measurement, Problem
-solving)

- goal: the purpose or nature of the learning (e.
g., Application, Reflection, Evaluation)

- stage: the curriculum stage (@ to 9, loosely
corresponding to increasing age and
complexity)

Instructions:
Return a list of *xgeneral non-instructional
text types** that:
Are suitable for the learner’s developmental
stage
- Reflect naturalistic or structured formats
that don’t rely on explicit
instructionresponse pairs
- Can be used as abstract templates to generate
content across many topics
Are defined at a high level of abstraction (e.
g., "peer dialogue"”, "narrative description
", "cause-effect explanation”)

**CRITICALLY IMPORTANT**:
- Provide format categories, NOT specific
content or scenarios
- Text types should be 2-5 words that describe a
general format, not complete sentences
- Each text type should be usable with ANY topic
relevant to the age/skill combination

**xExamples of appropriate non-instructional text
types*x:

- "Narrative story with characters”

- "Peer conversation transcript”

- "Process description passage”

- "Personal reflection monologue”
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**Examples of inappropriate text types**x (too
specific):

- "Story about a child going to the zoo”

- "Conversation between friends about toys”

- "Description of a butterfly’s life cycle”

Output Format:
Return your result as a JSON object with the
following structure:

I

{
"text_types”: ["...", "...", "..."]

33

I

json

Ensure the list is:

- 1520 items long

- Abstract enough to work across many topics

- Varied across narration, description,
interaction, emotion, reasoning

- Appropriate in complexity for the given age
group and learning goal

Only output the JSON object.

33

e

System prompt for generating templates for Con-
text data:

User prompt for generating templates for IR data:

Given the following information about a learning
objective, return a list of general,
reusable non-instructional text formats that
can serve as templates for synthetic
training data:

- indicator: {indicator}
- age_group: {age_group}
- skill: {skill}

- subskill: {subskill}

- goal: {goal}

- stage: {stage}

IMPORTANT: Provide ABSTRACT FORMAT CATEGORIES
(2-5 words each), not specific content or
scenarios.

Examples of good non-instructional formats:
- "Peer dialogue transcript”

- "Sequential process description”

- "Character-driven narrative”

- "Emotional experience monologue”

Examples of unsuitable formats (too specific):
- "Conversation between friends about toys”

- "Description of a butterfly’s life cycle”

- "Story about going to the beach”

Ensure your list contains:

- 15 to 20 developmentally appropriate text
formats

- General templates that can be combined with
ANY relevant topic

- Varied format types that don’t rely on
explicit instruction-response pairs

Return only a JSON object in the following
format:

I

{{
"text_types”: ["...", "...",

json

You are an expert in child development, skill
acquisition, curriculum design, and language
model pretraining. Your task is to identify
developmentally appropriate and general *x
instruction-response text types*x for
synthetic pretraining of a language model.

Each input includes:

- indicator: a natural language description of
the learning objective or task

- age_group: developmental age (e.g., 05, 511,
1114)

- skill: broad academic or developmental domain
(e.g., Mathematics, English, Scientific
Reasoning)

- subskill: a specific subdomain or area of
focus (e.g., Listening, Measurement, Problem
-solving)

- goal: the purpose or nature of the learning (e.
g., Application, Reflection, Evaluation)

- stage: the curriculum stage (@ to 9, loosely
corresponding to increasing age and
complexity)

Instructions:

Return a list of x*general instruction-response
style text types** that:

- Are suitable for the learner’s developmental
stage

- Can be used in instruction tuning and task-
based language modeling

- Involve a clearly defined instruction format
that can be applied across many topics

- Are defined at a high level of abstraction (e.
g., "explain why X occurs"”, "compare and
contrast X and Y")

**CRITICALLY IMPORTANT**:
- Provide abstract instruction formats, NOT
specific prompts or questions
- Text types should be 2-5 words describing a
general instruction format
- Each text type should be usable with ANY topic
relevant to the age/skill combination

**Examples of appropriate instruction-response
text types**:

- "Compare and contrast analysis”

- "Explain why reasoning”

- "Step-by-step instruction”

- "Open-ended reflection prompt”

*xExamples of inappropriate text types*x (too
specific):

- "Explain why plants need water"”

- "Compare dogs and cats”

- "Describe your favorite toy"

Output Format:
Return your result as a JSON object with the
following structure:

e

{{

json
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"text_types”: ["...
13

I

Ensure the list is:

- 1520 items long

- Abstract enough to work across many topics

- Varied across explanation, reasoning,
reflection, comparison, instruction,
imagination

- Appropriate in complexity for the given age
group and learning goal

Only output the JSON object.

User prompt for generating templates for Context
data:

Given the following information about a learning
objective, return a list of general,
reusable instruction-response text formats
that can serve as templates for synthetic
training data:

indicator: {indicator}
age_group: {age_group}
skill: {skill}
subskill: {subskill}
goal: {goal}

stage: {stage}

IMPORTANT: Provide ABSTRACT INSTRUCTION FORMATS
(2-5 words each), not specific questions or
prompts.

Examples of good instruction formats:
"Compare and contrast analysis”
"Explain why reasoning”
"Problem-solving walkthrough”
"Open-ended reflection prompt”

Examples of unsuitable formats (too specific):
- "Explain why plants need water”

- "Compare dogs and cats”

- "Solve this math problem”

Ensure your list contains:

- 15 to 20 developmentally appropriate
instruction formats

- General templates that can be combined with
ANY relevant topic

- Varied instruction types that address
different cognitive processes

Return only a JSON object in the following
format:

t‘tjson
{{

"text_types": ["...
13

e

A.5.4 Context

System prompt for generating context data:

You are an AI model generating training data to
help language models simulate human
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developmental skills at various stages from
early childhood through early adolescence.

Your task is to create engaging, developmentally
appropriate texts based on provided
developmental indicators, skills, and a
tuple of word and its part of speech.
Strictly follow these guidelines:
1. *xDevelopmental Appropriateness:*x
Stage @ (Age 5): Use simple sentences,
concrete concepts, familiar experiences,
present tense focus
Stages 1-3 (Ages 6-8): Introduce basic past/
future concepts, simple cause-effect,
familiar settings
Stages 4-6 (Ages 9-11): Include more complex
reasoning, abstract thinking, varied
sentence structures
Stages 7-9 (Ages 12-14): Incorporate
hypothetical scenarios, multiple
perspectives, sophisticated vocabulary

. **Context Generation:**

- Use the provided word and its part of
speech to create a meaningful,
developmentally appropriate topic

*xEnsure the selected word and expanded
topic fit the required Text Type Template
(context_template)*x

Expand the selected word into a more
detailed, skill-aligned topic that
resonates with the target age group

Generate a rich, complete, and engaging
text matching the provided context
template

The generated text must be xxbetween 250
and 500 words regardless of developmental
stagexx

The text must clearly align with the skill,
subskill, goal, and indicator

The selected word does not need to
explicitly appear in the final text

. **Writing Style by Stage:xx*

- **%Early Stages (0-3):*x Simple vocabulary,
short to medium sentences, concrete
experiences, repetitive patterns for
reinforcement

- **Middle Stages (4-6):x* More varied
vocabulary, complex sentences,
introduction of abstract concepts,
problem-solving scenarios

- **Later Stages (7-9):*x Sophisticated
vocabulary, complex sentence structures,
abstract reasoning, multiple viewpoints

. **Content Enrichment:**

- Include age-appropriate actions, feelings,
interactions, and sensory details

- Incorporate social situations relevant to
the developmental stage

- Use scenarios that promote the specific
skill being targeted

- Avoid overly abstract or culturally
specific references unless appropriate
for the age group

. *xQutput Format:** Strictly return the output




in the following JSON structure:

‘¢“json
{{
"expanded_topic"”: "<expanded topic>",
"generated_text"”: "<generated text between
250 and 500 words>"
13

e

Only output the JSON. No additional commentary.

User prompt for generating context data:

Generate a rich and engaging context text based
on the following input:

- ID: {id}

- Indicator: {indicator}

- Skill: {skill}

- Sub-skill: {subskill}

- Goal: {goal}

- Age Group: {age_group}

- Stage: {stage}

- Text Type Template: {context_template}
- (Word, Part of speech): {word_list}

Instructions:

- Consider the developmental stage ({stage}) and
age group ({age_group}) when crafting
vocabulary, sentence complexity, and content
themes

- Expand the selected word into a skill-relevant
topic x*that fits the Text Type Template*x

- Generate a detailed text of **250500 words*x
following the context template

- Enrich the text with developmentally
appropriate actions, emotions, and
interactions

- Ensure the content promotes the specific skill
and subskill being targeted

Output strictly in this format:

I

json
{{
"expanded_topic”: "<expanded topic>",
"generated_text"”: "<generated text between
250 and 500 words>"
1}
A55 CQA

System prompt for generating CQA data:

You are an AI model generating training data to
help language models simulate human reading
comprehension skills at various stages from
early childhood through early adolescence.

Your task is to create 5 developmentally
appropriate question-answer pairs based on a
provided text, ensuring all questions test
understanding of the given paragraph and can
be answered directly from the text.

Strictly follow these guidelines:

1. xxDevelopmental Appropriateness by Stage:*xx*
- Stage @ (Age 5): Simple "what/who/where”
questions, literal comprehension, single-
step reasoning
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- Stages 1-3 (Ages 6-8): Basic "why/how”
guestions, simple cause-effect, sequence
understanding, character feelings

- Stages 4-6 (Ages 9-11): Inference questions,

comparing/contrasting, predicting
outcomes, understanding motivations

- Stages 7-9 (Ages 12-14): Complex analysis,
multiple perspectives, abstract concepts,

theme identification

. *xQuestion Creation Standards:x*xx

- **All answers must be directly supported by
information in the provided textxx*
- No questions requiring outside knowledge or
information not present in the text
- Questions should test different types of
comprehension appropriate to the
developmental stage
- Vary question types to assess different
reading skills (literal, inferential,
evaluative)
- Use vocabulary and sentence complexity
appropriate to the age group
- Ensure questions are engaging and relevant
to the child’s interests and experiences

. *xQuestion Types by Stage:**

- **%Early Stages (0-3):*x Literal recall,
identifying main characters/objects,
simple sequence, basic emotions

- *xMiddle Stages (4-6):*x Cause-effect
relationships, character motivations,
comparing details, simple predictions

- **xLater Stages (7-9):*x Drawing conclusions,

analyzing relationships, evaluating
actions, understanding themes

. **Answer Generation:**

- Create authentic child responses that
demonstrate comprehension at the target
developmental stage

- Use vocabulary and sentence structures
appropriate to the age group

- Include natural speech patterns and
expressions typical of the developmental
stage

- Ensure answers are complete but not overly
elaborate for the age group

- Answers should sound conversational and
natural, not textbook-like

. **xContent Guidelines:xx*

- *xxPurely verbal exchanges*x - no references
to physical gestures or non-verbal
actions

- No formatting (bold, italics, markdown)

- Questions should flow naturally and cover
different aspects of the text

- Ensure logical progression from simpler to
more complex questions when appropriate

- Include a mix of question types (factual,
inferential, personal connection when
text-supported)

. **Quality Standards:=**

- Every question must be answerable using only
information provided in the text

- Questions should test genuine comprehension,
not just memory of isolated facts

- Avoid questions with obvious or trivial




answers
- Ensure questions are meaningful and help
assess understanding of key text elements
- Create questions that feel natural in an
educational setting

7. **xQutput Format:** Strictly return the output
in the following JSON structure:

I

json
{
"question_answer_pairs”: [
{{
"question”: "<question 1>",
"answer": "<answer 1>"
1o
{{
"question”: "<question 2>",
"answer": "<answer 2>"
1o
{{
"question”: "<question 3>",
"answer”: "<answer 3>"
o
{{
"question”: "<question 4>",
"answer”: "<answer 4>"
o
{{
"question”: "<question 5>",
"answer”: "<answer 5>"
33
]
13

I

Only output the JSON. No additional commentary
or explanations.

"answer”: "<answer 1>"

11,
{{
"question”: "<question 2>",
"answer”: "<answer 2>"
11,
{{
"question”: "<question 3>",
"answer"”: "<answer 3>"
11,
{{
"question”: "<question 4>",
"answer"”: "<answer 4>"
3},
{{
"question”: "<question 5>",
"answer": "<answer 5>"
3}
]
1}
I3
AS5.6 CSQA

System prompt for generating CSQA data:

User prompt for generating CQA data:

Generate 5 developmentally appropriate reading
comprehension question-answer pairs based on
the following input:

- Text: {output}
- Age Group: {age_group}
- Stage: {stage}

Instructions:

- Consider the developmental stage ({stage}) and
age group ({age_group}) when crafting
question complexity and answer expectations

- Create questions that test different types of
comprehension appropriate to the
developmental level

- **Ensure all questions can be answered
directly from the provided textx*

- Generate authentic child responses that
demonstrate comprehension at the target
stage

- Use vocabulary and sentence structures
appropriate to the age group

- Create a mix of question types that genuinely
assess understanding of the text

Output strictly in this format:
x(:json
{{

"question_answer_pairs"”: [

{

"question”: "<question 1>",

You are an AI model generating training data to
help language models simulate human
developmental skills at various stages from
early childhood through early adolescence.

Your task is to create 3 skill-based instruction-
response pairs between an educator and a
child that use a provided text as context to

test specific developmental skills, rather
than simple reading comprehension.

Strictly follow these guidelines:

1. *xDevelopmental Appropriateness by Stage:xx*
- Stage @ (Age 5): Simple vocabulary, short
sentences, concrete thinking, present-
focused, immediate experiences

Stages 1-3 (Ages 6-8): Basic past/future
concepts, simple reasoning, familiar
contexts, beginning abstract thought

- Stages 4-6 (Ages 9-11): Complex reasoning,
abstract thinking, varied sentence
structures, hypothetical scenarios

Stages 7-9 (Ages 12-14): Sophisticated
vocabulary, multiple perspectives,
advanced abstract reasoning, nuanced
responses

2. **Skill-Based Instruction Creation:*x*
- **xUse the provided text as context, not as
the primary focus*x
Create instructions that test the specific
skill, subskill, goal, and indicator
provided
- Instructions should prompt the child to
demonstrate the target skill using
elements from the text
- Avoid simple recall questions - focus on
skill application, analysis, synthesis,
or evaluation
- Vary instruction starters - avoid overusing
"Imagine..." or "Tell me about..."
- Include necessary context within the
instruction if recall is required
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- Use developmentally appropriate language
and concepts for the target stage

- Make instructions engaging and thought-
provoking for the age group

. **Response Generation:*xx*
- Create authentic child responses that
clearly demonstrate the target indicator
Use vocabulary, sentence complexity, and
reasoning appropriate to the
developmental stage
- Include natural speech patterns and
expressions typical of the age group
- Ensure responses show genuine skill
application, not just text recall
- Responses should be verifiable through
either:
* Information provided in the instruction or
text
* Common world knowledge appropriate for the
child’s developmental level
* Typical personal experiences for that age
group
- Avoid arbitrary claims or purely
imaginative details unless the skill
explicitly encourages creativity

. *xContext Integration:*x

- Use the provided text as a springboard for
skill demonstration

- Connect text elements to real-world
applications of the skill

- Encourage children to apply their skills to
analyze, extend, or relate to the text
content

- Ensure the skill being tested is
meaningfully connected to the text
context

. **Content Guidelines:#**

- *xPurely verbal exchanges** - no references
to physical objects, gestures, or non-
verbal actions

- No formatting (bold, italics, markdown)

- Instructions should feel natural and
appropriate for educational settings

- Responses should sound natural and
spontaneous, not rehearsed

- Include appropriate emotional expressions
and personal connections when relevant

- Ensure logical consistency between
instruction and response

- Focus on the skill demonstration rather
than text comprehension

. **Quality Standards:x=*

- The exchange must demonstrate clear
alignment with the skill, subskill, goal,
and indicator

- Each instruction must clearly target the
specific developmental parameters
provided

- Instructions should be distinct from each
other, testing different aspects of the
same skill

- Both instruction and response should feel
authentic to a real classroom or learning
interaction

- Responses must demonstrate clear mastery or
development of the target skill

- The text should serve as meaningful context,
not just background information

- Avoid overly abstract concepts for younger
stages or overly simple concepts for
older stages

- Ensure developmental appropriateness in
both challenge level and expectations

7. **Qutput Format:** Strictly return the output
in the following JSON structure:

e

json
{{
"skill_based_pairs": [
181
"instruction”: "<instruction 1>",
"response”: "<response 1>"
%
181
"instruction”: "<instruction 2>",
"response”: "<response 2>"
%
181
"instruction”: "<instruction 3>",
"response”: "<response 3>"
1}
1
1}

e

Only output the JSON. No additional commentary
or explanations.

User prompt for generating CSQA data:

Generate 3 developmentally appropriate skill-
based instruction-response pairs based on
the following input:

- Text: {output}

- Age Group: {age_group}
- Stage: {stage}

- Skill: {skill}

- Sub-skill: {subskill}
- Goal: {goal}

- Indicator: {indicator}

Instructions:
- Consider the developmental stage ({stage}) and
age group ({age_group}) when crafting

instruction complexity and response
expectations

- Use the provided text as context to create
instructions that test the specific skill ({
skill}) and subskill ({subskill})

- Create instructions that elicit demonstration
of the goal ({goal}) and indicator ({
indicator})

- **Focus on skill application and demonstration,

not text comprehension*x

- Generate authentic child responses that show
clear mastery of the target skill at the
developmental stage

- Use vocabulary and sentence structures

appropriate to the age group

Create 3 distinct instructions that test

different aspects of the same skill

Output strictly in this format:
‘¢‘Jjson

{

"skill_based_pairs"”: [
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{{
"instruction”: "<instruction 1>",
"response”: "<response 1>"
13,
{{
"instruction”: "<instruction 2>",
"response”: "<response 2>"
33,
{{
"instruction”: "<instruction 3>",
"response”: "<response 3>"
13
]
13
[
AS5.7 IR

System prompt for generating IR data:

You are an AI model generating training data to
help language models simulate human
developmental skills at various stages from
early childhood through early adolescence.

Your task is to create realistic instruction-
response pairs between an educator and a
child, based on developmental indicators,
skills, and a tuple of word and its part of
speech.

Strictly follow these guidelines:

1. **Developmental Appropriateness by Stage:*x
- Stage 0 (Age 5): Simple vocabulary, short
sentences, concrete thinking, present-
focused, immediate experiences

Stages 1-3 (Ages 6-8): Basic past/future
concepts, simple reasoning, familiar
contexts, beginning abstract thought

- Stages 4-6 (Ages 9-11): Complex reasoning,
abstract thinking, varied sentence
structures, hypothetical scenarios

Stages 7-9 (Ages 12-14): Sophisticated
vocabulary, multiple perspectives,
advanced abstract reasoning, nuanced
responses

2. x*Instruction Creation:x**

- Use the provided word and its part of
speech to meaningfully inspire the
interaction topic

- xxEnsure the topic aligns with the Text
Type Template (instruct_template)*x

- Craft prompts that naturally elicit
demonstration of the specific indicator

and skill
- Vary instruction starters - avoid overusing
"Imagine..." or "Tell me about..."

- Include necessary context within the
instruction if recall is required

- Use developmentally appropriate language
and concepts for the target stage

- Make instructions engaging and thought-
provoking for the age group

3. xxResponse Generation:*x*
- Create authentic child responses that
clearly demonstrate the target indicator

- Use vocabulary, sentence complexity, and
reasoning appropriate to the
developmental stage

- Include natural speech patterns and
expressions typical of the age group

- Ensure responses are verifiable through
either:

* Information provided in the instruction

* Common world knowledge appropriate for the
child’s developmental level

* Typical personal experiences for that age
group

- Avoid arbitrary claims or purely
imaginative details unless storytelling
is explicitly encouraged

4. xxContent Guidelines:*x

- *xxPurely verbal exchanges*x - no references
to physical objects, gestures, or non-
verbal actions

- No formatting (bold, italics, markdown)

- Responses should sound natural and
spontaneous, not rehearsed

- Include appropriate emotional expressions
and personal connections when relevant

- Ensure logical consistency between
instruction and response

5. x*Quality Standards:xx*

- The exchange must demonstrate clear
alignment with the skill, subskill, goal,
and indicator

- Both instruction and response should feel
authentic to a real classroom or learning
interaction

- Avoid overly abstract concepts for younger
stages or overly simple concepts for
older stages

- Ensure the selected word meaningfully
influences the dialogue topic

6. **Qutput Format:** Strictly return the output
in the following JSON structure:

e

json

{{
"instruction”: "<instruction>",
"response”: "<response>"

1}

e

Only output the JSON. No additional commentary
or explanations.

User prompt for generating IR data:

Generate a developmentally appropriate
instruction-response pair based on the
following input:

- ID: {id}

- Indicator: {indicator}

- Skill: {skill}

- Sub-skill: {subskill}

- Goal: {goal}

- Age Group: {age_group}

- Stage: {stage}

- Text Type Template: {instruct_template}
- (Word, Part of speech): {word_list}

Instructions:
- Consider the developmental stage ({stage}) and
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age group ({age_group}) when crafting
language complexity and content themes

- Use the selected word to meaningfully inspire
the interaction topic *xthat fits the Text
Type Templatex*

- Create an engaging instruction that naturally
elicits demonstration of the target
indicator

- Generate an authentic child response that
clearly shows mastery of the skill and
subskill

- Ensure the exchange feels natural and
appropriate for a real educational
interaction

Output strictly in this format:

I

json

{{
"instruction”: "<instruction>",
"response”: "<response>"

13

e

- **Stages 79 (Ages 1214):%* Abstract
reasoning, complex ideas, nuanced
explanations

3. x*Evaluate:**
- Does the childs answer meaningfully address
the question using the provided context?
- Is the reasoning and language appropriate
for the stage?
- Does it reflect comprehension of the text
and question?

4. **Qutput Format:=*x*
Only return the following dictionary:

e

json
{{
"rating”: <integer from 1 to 5>,
"explanation”: "<23 sentence rationale>"
1}

e

Do not add any other text or formatting. Only
return the JSON object.

A.5.8 Evaluating CQA

System prompt for evaluating trained model’s re-
sponse for questions from CQA:

User prompt for evaluating trained model’s re-
sponse for questions from CQA:

You are a developmental expert evaluating how
well a child’s answer to a reading
comprehension question reflects appropriate
understanding and reasoning for a specific
developmental stage.

You will receive:

- The original *xcontextx* paragraph

- A x*question*x based on the context

- The child’s **answer** to the question

- The child’s **developmental stage*x (09)

- The child’s **age group**x (e.g., ’05’, ’511’,
"11147)

Your job is to:
1. **Rate the childs answer on a scale from 1 to
5%x, using the following criteria:

- xx5 Excellent:xx Fully correct, precise,
and well-formed for the stage. Shows
strong comprehension and reasoning.

- **4 Strong:** Mostly correct and

appropriate; may have minor phrasing

issues or slight gaps in reasoning.

*%x3 Adequate:** Understands the gist but
may be vague, partially incorrect, or
simplistic for the stage.

- *%x2 Limited:** Misunderstands part of the

question or context; reasoning is weak or
off-track.

- *x1 Inadequate:x* Confused, incorrect, or

clearly not appropriate for the stage.

2. x*Consider developmental expectations*x for
language and reasoning:

- *xStage @ (Age 5):*x Very basic phrases,
literal recall, present-focused answers

- x*Stages 13 (Ages 68):*x Simple reasoning,
sequencing, basic cause-effect, clear
answers

- *xStages 46 (Ages 911):%x Logical inference,
comparative language, clear
justification

Evaluate the childs answer to a reading
comprehension question. Consider the context
and the developmental stage.

Context:
{context}

Question:
{question}

Answer:
{answer}

Stage: {stage}
Age group: {age_group}
Index: {g_index}

*xQutput Format:xx

‘¢ ‘json
{{
"rating”: <integer from 1 to 5>,
"explanation”: "<23 sentence rationale>"
13

i

A.5.9 Evaluating CSQA

System prompt for evaluating trained model’s re-
sponse for questions from CSQA:

You are a developmental expert evaluating how
well a child’s response demonstrates a
specific developmental skill at a given
stage, using a provided instruction and
background text.

You will receive:

- A short **text*x (used as context for the
instruction)

- A *xskill-based instruction** given to the
child

- The childs x*response**

- The childs x*developmental stage** (09)
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- The childs **age group*x (e.g.,
’11147)

- The **target skillxx, *xsubskillx*, *x*goalxx,
and **indicator*x that the instruction was
designed to assess

057, '5117,

Your job is to:
1. **Rate the child’s response on a scale from 1
to 5%x, using these criteria:

- *%x5 Excellent:x* Fully demonstrates the
targeted skill/indicator with clarity and

developmental appropriateness. Strong
reasoning, appropriate expression, and
alignment with instruction.

- *x4 Strong:** Mostly appropriate and well-
formed. Some minor gaps in completeness,
precision, or phrasing, but shows the
intended skill.

- *x3 Adequate:** Response attempts the
skill but may be vague, simplistic, or
only partially aligned with the goal/
indicator.

- x%2 Limited:** Weak or unclear
demonstration of the skill. Response is
partially off-track, underdeveloped, or
barely relevant.

- *x1 Inadequate:** Fails to demonstrate the

intended skill. Response is irrelevant,
confusing, or clearly inappropriate for
the stage.

2. **xUse stage-specific developmental
expectations**:

- *xxStage @ (Age 5):*x Short, concrete,
present-focused responses with simple
vocabulary

- *xStages 13 (Ages 68):** Clear expression
of ideas, simple cause-effect, emotional
awareness, basic reasoning

- xxStages 46 (Ages 911):xx Logical structure,

hypothetical thinking, connections to
personal experience, comparisons

- *xStages 79 (Ages 1214):x*x Advanced
abstraction, multiple perspectives,
justification, nuanced expression

3. x*Evaluate:**
- Does the childs response meaningfully follow
the instruction?

- Does it demonstrate the **targeted skill
and indicator**?

- Is the language, reasoning, and expression
developmentally appropriate for the stage
s

- Is the response authentic and logically
consistent with the instruction and the
context text?

4. **Qutput Format:=*x*
Return only the following dictionary:

e

json
{{
"rating”: <integer from 1 to 5>,
"explanation”: "<23 sentence rationale>"
1}

Cee

Do not add any other text or formatting. Only
return the JSON object.

sponse for questions from CSQA:

Evaluate the child’s response to a skill-based
instruction using the provided text and
developmental context. Focus on how well the

response demonstrates the intended skill.

Context:
{context}

Instruction:
{instruction}

Response:
{response}

Stage: {stage}

Age group: {age_group}
Skill: {skill}
Subskill: {subskill}
Goal: {goal}
Indicator: {indicator}
Index: {q_index}

Output format:

e

json
{{
"rating”: <integer from 1 to 5>,
"explanation”: "<23 sentence rationale>"
1}

e

A.5.10 Evaluating IR

System prompt for evaluating trained model’s re-
sponse for questions from IR:

User prompt for evaluating trained model’s re-

You are a developmental expert rating how well a
child’s response to a prompt demonstrates
age-appropriate reasoning and language for a
given developmental stage.

You will receive:

- An xxinstruction** given to the child

- The child’s **responsex*

- The child’s **developmental stage*x* (09)

- The child’s **age group*x (e.g., ’05’, ’511’,
’11147)

Your job is to:
1. **Rate the response on a scale from 1 to 5%x*,
using the following criteria:

- xx5 Excellent:*x The response fully
addresses the instruction with clear,
developmentally appropriate reasoning and

language. It meets expectations for the
stage with no major issues.

- *x4 Strong:**x Mostly appropriate and
coherent; minor gaps in clarity, depth,
or completeness.

- **3 Adequate:*x A reasonable attempt that
partially addresses the instruction; may
be vague, brief, or contain small
misunderstandings.

- *%2 Limited:*x Weak or underdeveloped
response; minimal reasoning or limited
relevance to the instruction.

- %%1 Inadequate:** Response is off-topic,
confusing, or clearly inappropriate for
the stage.
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2. x*Use stage-specific developmental
expectations**:

- *xStage 0 (Age 5):*x Very simple sentences,
concrete ideas, focused on here and now

- **Stages 13 (Ages 68):*x Simple reasoning,
some past/future thinking, familiar
examples

- xxStages 46 (Ages 911):xx Logical structure,
comparisons, abstract or hypothetical
reasoning

- **Stages 79 (Ages 1214):** Nuanced
reasoning, multi-step thinking, advanced
vocabulary

3. x*Evaluate:**

- Does the childs response meaningfully
address the instruction?

- Is the language and reasoning
developmentally appropriate for the stage
?

- Is the response authentic and logically
consistent?

4. *xQutput Format:=*x*
Only return the following dictionary:

6« :json
{{
"rating”: <integer from 1 to 5>,
"explanation”: "<23 sentence rationale>"
13

Iy

Do not add any other text or formatting. Only
return the JSON object.

User prompt for evaluating trained model’s re-
sponse for questions from IR:

Evaluate the child’s response to the instruction
below based on the developmental stage and
age group. Return a numerical rating (15)
and a short explanation.

Instruction: {instruction}
Response: {response}
Stage: {stage}

Age group: {age_group}
Index: {g_index}

*%0utput Format:xx
Only return the following dictionary:

I

json
{{
"rating”: <integer from 1 to 5>,
"explanation”: "<23 sentence rationale>"
13

e
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