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Abstract

In recent years, online social life has become
an integral part of the global landscape, with so-
cial media platforms enabling users to express
a wide range of emotions and opinions. In the
Arabic-speaking world, navigating the dual na-
ture of content—encompassing both hate and
hope speech—remains challenging due to lin-
guistic and cultural complexities. The MAHED
2025 shared task at ArabicNLP 2025 addressed
this by focusing on detecting both hate and
hope speech in Arabic social media. This pa-
per describes our approach for subtask 1, uti-
lizing various machine learning, deep learn-
ing, and transformer models for classification.
AraBERT-large-v2 yielded the highest macro
f1-score of 0.698, earning 8th place on the
leaderboard.

1 Introduction

Social media platforms, such as Facebook and Twit-
ter, enable widespread communication but also
accelerate the spread of hate speech, which can
fuel hostility and deepen social divides. The hate-
ful content often spreads farther and faster than
non-hateful material, mainly due to closely con-
nected online communities (Mathew et al., 2019).
In Arabic-speaking contexts, detecting hate speech
is challenging due to dialectal diversity, frequent
code-switching, rich morphological structures, or-
thographic variation, and cultural nuances (El-
madany et al., 2024).

Transformer architectures have significantly ad-
vanced hate speech detection. Recent research has
shifted from traditional and deep learning models
to transformer-based approaches, including BERT
and its multilingual variants. Although these mod-
els achieve state-of-the-art performance, they also
introduce higher computational costs, algorithmic
biases, data scarcity, and inconsistent evaluation
practices. The MAHED 2025 shared task (Za-
ghouani et al., 2025) focuses on detecting hope and

hate emotions in Arabic content. This study ad-
dresses subtask 1, which involves classifying hate
and hope speech in Arabic texts. The primary con-
tributions of this work are as follows:

• Investigated the efficacy of various machine
learning models (Logistic Regression, De-
cision Tree, Random Forest, Naive Bayes,
MNB, KNN, and XGBoost), deep learning
models (CNN, BiLSTM, and CNN-BiLSTM),
and transformer-based models (MARBERT,
AraBERT-base, and AraBERT-large) in de-
tecting both hate and hope speech in Arabic
texts.

• Presented a transformer-based approach using
AraBERT-large to classify Arabic social me-
dia texts into hate, hope, and not_applicable
categories.

2 Related Work

Extensive research has been conducted on hate and
hope speech detection, ranging from classical ML
to DL and from transformer models to large lan-
guage models (LLMs). Roy et al. (2022) applied
classical ML models, using Logistic Regression
and TF-IDF features, Random Forest, and XG-
Boost. Their best-performing model was Random
Forest, with an F1 score of 0.96. Yang et al. (2023)
used several LLMs like GPT-3.5-turbo-0613, Flan-
T5, T5-large, GPT-2-large, and two variants of the
HARE framework, Fr-HARE and Co-HARE, to
improve accuracy. Among the models tested, Co-
HARE with Flan-T5 (large) achieved the highest ac-
curacy. Usman et al. (2025) addresses multilingual
hate speech detection in English, Urdu, and Span-
ish using a trilingual dataset of 10,193 tweets. The
evaluated models include LLMs (GPT-3.5 Turbo,
Qwen 2.5 72B), transformers (BERT, RoBERTa),
and SVM with TF-IDF features. Qwen 2.5 72B
achieved the best performance overall, especially
in the joint multilingual setting.
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Recent research has seen significant advance-
ments in the detection of Arabic hate and hope
speech. Zaghouani et al. (2024) evaluated LR,
RF, Gradient Boosting, SVM, Decision Tree, and
AraBERT for this task. AraBERT was the best-
performing model, with an accuracy of 0.83. Charfi
et al. (2024) introduced the ADHAR dataset cov-
ering various dialects. Using AraBERT, they
achieved high performance in hate speech detec-
tion (F1 score of 0.95). Alghamdi et al. (2024)
presented AraTar, where AraBERTv0.2 (base)
achieved the best performance. Yagci et al. (2024)
worked on Turkish and Arabic hate speech de-
tection in the HSD-2Lang shared task, using
AraBERTv02-Twitter fine-tuned with the AdamW
optimizer. Their best-performing configuration
achieved 0.89 accuracy and 0.74 F1 score for Ara-
bic texts. AlDahoul and Zaki (2025) addressed
Arabic hate and hope speech detection, where
an ensemble of GPT-4o-mini, Gemini Flash 2.5,
and Google text embedding with SVM, combined
with a fine-tuned GPT-4o-mini hope/not classifier,
achieved the best performance (macro-F1 score of
72.1%).

Previous research on Arabic hate and hope
speech detection has been constrained by limited
data. In this study, we overcame these constraints
by implementing improved data cleaning and aug-
mentation strategies.

3 Task and Dataset Distribution

The MAHED 2025 shared task aims to advance
research on detecting hate speech, hope speech,
and emotional expressions in Arabic content (Za-
ghouani et al., 2024; Zaghouani and Biswas,
2025b,a). We participated in subtask 1, which
involved classifying Arabic texts into three cate-
gories:

• Hate: Text expressing hostility, bias, or
discrimination against certain individuals or
groups.

• Hope: Text that communicates positivity, en-
couragement, or supportive messages.

• Not Applicable: Text that does not contain
elements of hate or hope speech.

The dataset consists of text samples collected
from Arabic social media platforms and is divided
into a training set (Ttrn), validation set (Tval) and
test set (Ttst). Table 1 shows the statistics of the
dataset.

Table 1: Dataset statistics, where Tw, Tuw, Tmw, and
Taw indicate the number of total words, unique words,
maximum words per text, and average words per text in
the training set, respectively.

Attributes Hate Hope N /A Total
Ttrn 1,301 1,892 3,697 6,890
Tval 261 409 806 1,476
Ttst 287 422 768 1,477
Tw 30,855 41,317 82,700 1,54,872
Tuw 15,606 22,499 42,212 68,126
Tmw 92 105 107 –
Taw 23.0 21.0 22.0 –

4 Methodology

This study explores several ML, DL, and
transformer-based architectures. As shown in Fig-
ure 1, the adopted model follows a multi-stage
design.

4.1 Data Preprocessing
The text preprocessing pipeline systematically
cleans Arabic tweets to improve the model perfor-
mance. It removes punctuation (including Arabic
symbols), numbers, Latin letters, emojis, and ex-
tra whitespace, converts the text to lowercase, and
normalizes the Arabic script by removing Tash-
keel. Additionally, tweet-specific elements, such
as URLs, mentions, and hashtags, were handled,
and informal text was converted to standard Arabic.
This preprocessing ensures that the input data is
normalized and noise-free, making it suitable for
ML, DL, and transformer-based models.

4.2 Data Augmentation
We employed contextual word embedding–based
augmentation using the Arabic BERT model (An-
toun et al., 2020) via the nlpaug1 library, where
selected words were replaced with contextually
similar alternatives predicted by the model. This
approach preserves the semantic meaning of the
original text while introducing lexical and struc-
tural variations, ensuring that the augmented sam-
ples retain their original classification labels.

4.3 Overview of the Adopted Model
We adopted ML, DL, and transformer-based clas-
sifiers for Arabic hate and hope speech detection.

4.3.1 ML Models
For feature representation, we employed the TF-
IDF scheme to represent the textual data. Using the

1https://github.com/makcedward/nlpaug
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Figure 1: Overview of the adopted model

TF-IDF features, we evaluated several ML classi-
fiers, including Logistic Regression (LR), Decision
Tree (DT), Support Vector Machine (SVM), Multi-
nomial Naive Bayes (MNB), Random Forest (RF),
K-Nearest Neighbors (KNN), and XGBoost (XGB).
LR was trained with a maximum of 1200 iterations,
while DT was trained with its default configura-
tion. RF was optimized with tuned estimators and
depth, and SVM was employed with a linear kernel.
For XGBoost, we applied ‘multi:softprob’ objec-
tive, 100 rounds for boosting, multiclass logloss for
evaluation, and ‘gpu_hist’ for the tree construction
algorithm. The KNN model was trained with 12
neighbours.

4.3.2 DL Models
For the DL models, the text was first tokenized
using the Keras library2 with a maximum vocab-
ulary size of 10,000 words, and sequences were
padded or truncated to a fixed length of 150 to-
kens. Multiple neural network architectures were
implemented, including Multi-Layer Perceptron
(MLP) with TF-IDF inputs, BiLSTM, CNN, and
CNN+BiLSTM. MLP was configured with 3 layers
(512, 256, 256), ReLU activation, softmax output,
and trained for 150 epochs with a batch size of 64
and early stopping. The BiLSTM model consisted
of 512 units, a dropout rate of 0.2, and a dense layer
of 256. It was trained for 150 epochs with a batch
size of 64 and learning rate decay (0.96, 1000).
The CNN architecture applied convolution layers
with 512 and 256 filters, a kernel size of 5, vocabu-
lary size of 10,000, maximum input length of 150,
dropout rate of 0.2, and early stopping. The hybrid
CNN+BiLSTM combined a 512-filter convolution
layer with a 256-unit BiLSTM layer, followed by
a dense layer of 128 units and a dropout rate of

2https://keras.io/

0.2. The CNN+BiLSTM model was trained for
100 epochs with a batch size of 64 and early stop-
ping. All models employed embedding layers and
a softmax function for multiclass classification.

4.3.3 Transformer-Based Models
For each transformer-based model, the texts were
tokenized and padded using their respective tok-
enizers from the HuggingFace library. We em-
ployed several transformer-based models for Ara-
bic text classification, including AraBERT-base
(Safaya et al., 2020), MARBERT (Abdul-Mageed
et al., 2021), and AraBERT-large (Antoun et al.,
2020). Each transformer comprises multiple en-
coder layers with multi-head self-attention, feed-
forward networks, residual connections, and layer
normalization, with dropout applied to the hid-
den states and attention weights to prevent over-
fitting. The contextual representation of the [CLS]
token was fed into a fully connected layer for clas-
sification into three categories (hope, hate, and
not applicable). AraBERT-base and MARBERT
were trained with a learning rate of 1 × 10−5

for 20 epochs with a batch size of 128, while
AraBERT-large was trained with varying learning
rates (3.5× 10−6 to 2× 10−5), epochs, and batch
sizes (128 and 256), with or without augmentation.

5 Result Analysis

All experiments were conducted on Kaggle using
two NVIDIA Tesla T4 GPUs with 16 GB of GPU
memory each and 32 GB system RAM. We evalu-
ated the performance of the models using several
metrics, including precision, recall, and macro f1
score (MF1). MF1 was chosen as the primary met-
ric to ensure a balanced performance evaluation of
the models. Table 2 presents a comparative analy-
sis of the performance achieved by ML, DL, and
transformer-based models for Arabic text-based
classification of hope and hate speech.

Among the ML classifiers, Naive Bayes per-
formed best, likely because its probabilistic nature
enhanced its ability to predict positive outcomes,
boosting Recall and thus MF1, which is especially
suitable in cases where positive instances are harder
to capture. In the DL category, CNN + BiLSTM
performed best, with an MF1 score of 0.619, be-
cause it effectively integrated CNN’s local feature
extraction with BiLSTM’s sequential context mod-
eling, resulting in a stronger precision–recall bal-
ance. However, AraBERT-large was the standout
performer among the AraBERT family. Outper-
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Table 2: Performance comparison of ML, DL, and
transformer-based models for Arabic hate and hope
speech classification.

Model Precision Recall MF1
LR 0.652 0.519 0.542
DT 0.516 0.498 0.506
RF 0.652 0.492 0.509
NB 0.638 0.541 0.563
MNB 0.789 0.381 0.325
KNN 0.597 0.494 0.513
XGBoost 0.633 0.517 0.538
MLP 0.617 0.554 0.581
BiLSTM 0.634 0.565 0.582
CNN 0.598 0.594 0.607
CNN + BiLSTM 0.601 0.623 0.619
MARBERT 0.640 0.640 0.640
AraBERT-base 0.600 0.600 0.600
AraBERT-large 0.694 0.697 0.695

forming MARBERT and AraBERT-base in Pre-
cision, Recall, and MF1 scores, AraBERT-large
emerged as the top variant with the highest scores
across all metrics, achieving an MF1 score of 0.695.
This superior performance can be attributed to
AraBERT-large’s broader contextual coverage and
stronger capacity to capture the morphological rich-
ness of Arabic, which enabled it to outperform the
smaller models.

5.1 Ablation Study

The results of the ablation study on the classifica-
tion of hatred and hope discourse in Arabic are
shown in Table 3, with distinct reports for the de-
velopment and testing stages of the models. The
best-performing model was trained for a maximum
of 20 epochs, incorporating early stopping with
a patience of 4. The model converged after 12
epochs. In the development phase, the batch size,
learning rate, and sequence length had a clear effect.
A batch size of 8 and a learning rate of 1 × 10−5

led to stable training, whereas increasing the rate
to 2 × 10−5 slightly reduced performance. Pre-
processing combined with augmentation helped
AraBERT-large and MARBERT achieve the high-
est MF1 score of 0.64, whereas raw data or prepro-
cessing alone yielded lower scores.

In the testing phase, AraBERT-large with prepro-
cessing achieved the best MF1 score (0.69). Using
a smaller learning rate of 3.5× 10−6 and a longer
sequence length of 256 improved generalization,
highlighting the importance of careful hyperparam-
eter tuning along with preprocessing.

5.2 Error Analysis

A detailed error analysis was carried out to un-
derstand the performance of the best-performing
model (i.e., AraBERT-large).

5.2.1 Quantitative Error Analysis
The results highlight the strong performance of
the AraBERT-large model in classifying Arabic
social media texts into hate and hope categories.
The confusion matrix shown in Figure 2 provides a
quantitative breakdown of the predictions.

Figure 2: Confusion matrix of the AraBERT-large
model for the test set

The analysis showed that the model successfully
identified 193 hate samples, 280 hope samples, and
561 not_applicable samples. However, there were a
few misclassifications, with 5 hate instances incor-
rectly labeled as hope and 4 hope instances misclas-
sified as hate. A larger source of error comes from
confusion with the not_applicable class, where 89
hate and 138 hope samples are wrongly predicted
as not_applicable, whereas 80 not_applicable sam-
ples are labeled as hate and 127 as hope. These
errors can be attributed to overlapping linguistic
cues across categories and the class imbalance.

5.2.2 Qualitative Error Analysis
Table 4 demonstrates some sample predictions
made by the AraBERT-large model. Here, samples
2 and 3 were correctly classified, whereas samples
1, 4, and 5 were misclassified. Sample 1 was mis-
labelled as not_applicable when it was hate due
to sarcasm diluting the hateful signals. Sample 4
was predicted as hate instead of not_applicable be-
cause of the strong offensive words that the model
associates with hate, and Sample 5 was inaccu-
rately classified as hope instead of not_applicable
because the positive and uplifting tone resembles
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Table 3: Ablation study on the impact of hyperparameters on the performance of the transformer-based models.

Model Method Batch LR Epochs MaxLen MF1
Development Phase

AraBERT-base Preproc + Aug 8 1× 10−5 20 128 0.60
MARBERT Preproc + Aug 8 1× 10−5 20 128 0.64
AraBERT-large Raw data 8 1× 10−5 20 128 0.61
AraBERT-large Preprocessed 8 1× 10−5 20 128 0.62
AraBERT-large Preproc + Aug 8 1× 10−5 20 128 0.64
AraBERT-large Preproc + Aug 8 2× 10−5 3 128 0.63

Testing Phase
AraBERT-large Raw data 8 1× 10−5 20 128 0.67
AraBERT-large Preproc + Aug 8 3.5× 10−6 20 256 0.69
AraBERT-large Preprocessed 8 3.5× 10−6 20 256 0.69

the hope class. These nuances highlight the impor-
tance of qualitative analysis in understanding the
model performance in specific cases. Moreover,
we observed that dialectal words introduce chal-
lenges in the detection of hate and hope speech.
Sample 1 includes the Gulf/Yemeni dialect expres-
sion “ba’aysh” (“with what”) and sample 5 contains
the Egyptian/Levantine colloquial word “teslamy”
(“thank you” / “bless you”). The presence of di-
alectal expressions in these samples underscores
the complexity of accurately classifying texts in
diverse Arabic dialects.

Table 4: Sample output predictions by the AraBERT-
large model, where Arabic texts were translated using
Google Translate.

6 Conclusion

This work evaluated multiple ML, DL, and
transformer-based models for detecting hate and
hope speech in Arabic. The AraBERT-large model
demonstrated the highest performance, achieving
a macro f1 score of 0.69 and surpassing all other
models tested, benefiting from its broader contex-
tual coverage and stronger ability to capture the
morphological richness of the Arabic language.
However, the system is limited by class imbal-
ance, challenges in capturing nuanced or context-
dependent meanings, and its dependence on the
quality of the training data. Future work should fo-
cus on augmenting the dataset to mitigate class im-
balance, integrating multilingual or cross-domain
data, and investigating hybrid-model architectures
to enhance predictive accuracy.

Limitations

The developed model has several limitations. It re-
lies solely on textual input and cannot leverage mul-
timodal signals, such as images or videos that often
accompany social media posts. Its performance is
also sensitive to preprocessing and augmentation
strategies, which may not generalize well to un-
seen data. Moreover, training on a single dataset
introduces the risk of bias and limits the model’s
adaptability to other dialects, domains, and code-
switched texts.
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