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Abstract

The escalating presence of propaganda
and hate speech on social media platforms
underscores the need for robust automated
detection systems to preserve the integrity
of public discourse. Our team, participated
in the MAHED 2025 Shared Task at the
ArabicNLP 2025 conference, co-located
with EMNLP 2025, focusing on Subtask 1
(Text-based Hate and Hope Speech Classifi-
cation) and Subtask 2 (Emotion, Offensive,
and Directed Hate Detection) in Arabic
content. In Subtask 1, we experimented with
models including XLM-RoBERTa-Large,
Davlan/xIm-roberta-base-finetuned-arabic,
asafaya/bert-base-arabic, = aubmindlab/bert-
base-arabertv2, Google Gemma-7B, and
Qwen2.5-14B-Instruct, achieving the highest
macro-fl of 0.674 with Gemma-7B and
ranking 12th on the leaderboard. In Subtask 2,
using models such as aubmindlab/bert-base-
arabertv2, Google Gemma-7B, Qwen2.5-
14B-Instruct, asafaya/bert-base-arabic, and
domain-specific hate-speech models, our best
macro-f1 was 0.48 with both Gemma-7B and
aubmindlab/bert-base-arabertv2, placing us
6th in the leaderboard.

1 Introduction

Hate and hope speech uses negative or positive
expressions in text to influence readers’ behav-
ior, opinions, or emotions for a specific agenda.
It is widespread on social media in tweets, posts,
and comments, often with inherent bias. These
speeches shape public perception and attract at-
tention by amplifying offensive content, emo-
tional appeals, or harmful narratives. Detecting
hate, hope, and offensive content is essential to
curb misleading or harmful information. Hate,
hope, and offensive speech detection in Arabic text
is challenging due to subtle sentiment, sarcasm,
and context-dependent meanings. Social media
content includes slang, abbreviations, and mixed

styles, adding complexity. There is a gap in large-
scale annotated datasets and specialized NLP tools
for this compared to general sentiment analysis.
This paper aims to detect such speech in Arabic
social media posts and comments.

The MAHED 2025 shared task (Zaghouani
et al., 2025) provides datasets for Subtask 1
and Subtask 2, labeled for offensive, hate, and
hope speech, as a benchmark.We participated
in subtask 1 and subtask 2. To achieve our
goal, we augmented under-represented classes
using back translation and evaluated mod-
els like XLM-RoBERTa-Large (Conneau et al.,
2020), Davlan/xlm-roberta-base-finetuned-arabic
(Davlan Team, 2023), asafaya/bert-base-arabic
(Safaya et al., 2020), aubmindlab/bert-base-
arabertv2 (Antoun et al., 2020), Google Gemma-
7B (Mesnard et al., 2024) with classification head,
and Qwen2.5-14B-Instruct (Yang et al., 2024).
Each model was trained and assessed on the
dataset. For Subtask 1 (Text-based Hate and
Hope Speech Classification), Google Gemma-
7B achieved a macro-F1 score of 0.674, rank-
ing 12th. For Subtask 2 (Emotion, Offen-
sive, and Directed Hate Detection), Gemma-7B
and aubmindlab/bert-base-arabertv2 scored 0.48
macro-F1, placing 6th.

The core contributions of our research work in-
clude:

1. augmenting underrepresented classes using
back translation,

2. leveraging external datasets to enrich training
data, and

3. applying both large language models (LLMs)
and Arabic-specific transformer models to
improve detection of hate, hope, offensive,
emotion, and directed hate speech in Arabic
content.
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Detailed implementation information is available
in the linked GitHub repository !

2 Related Work

Hate speech detection in Arabic text has gained
attention due to content moderation needs. Za-
ghouani et al. (2024a) developed a multi-label
hate speech annotated Arabic dataset for model
training. Biswas and Zaghouani (2025a) created
an annotated corpus of Arabic tweets for hate
speech analysis. This establishes benchmarks for
Twitter-based systems. Hope speech serves as
a counter to hate speech in research. Biswas
and Zaghouani (2025b) introduced the EmoHope-
Speech dataset annotated for emotions and hope
speech in English and Arabic. The bilingual
dataset enables cross-lingual studies. It supports
identifying positive and harmful content, offer-
ing a nuanced approach beyond binary classifi-
cation. Hate speech research now includes mul-
timodal analysis. Alam et al. (2024a) analyzed
Arabic memes for propaganda-hate links using
multi-agent LLMs. The ArMeme dataset (Alam
et al., 2024b) shows how propagandistic memes
evolve into hateful content. This highlights pro-
gression from persuasion to explicit hate. Propa-
ganda detection intersects with hate speech. The
WANLP 2022 shared task (Alam et al., 2022)
set benchmarks for Arabic propaganda. Hasanain
et al. (2024b) examined GPT-4 for propaganda
spans in news. SemEval-2024 Task 4 (Dimitrov
et al., 2024) focused on multilingual persuasion
in memes. ArAlEval (Hasanain et al., 2023) tar-
geted persuasion and disinformation in Arabic.
Transformer models improve Arabic classifica-
tion. Models like XLM-RoBERTa and AraBERT
are standard. LLMs such as Gemma and Qwen
perform well in tasks. Hasanain et al. (2024a)
showed LLM effectiveness in propaganda annota-
tion. Multitask learning detects emotions, offen-
sive language, and hate using shared representa-
tions. Arabic hate speech detection continues to
face challenges including dialectal variations, cul-
tural context sensitivity, and evolving online hate
speech patterns. The MAHED 2025 shared task
builds upon these foundations while addressing
contemporary challenges in Arabic social media
content moderation through combining traditional
classification with modern large language models.

'GitHub Repository

3 Data

For Subtask 1, we used the dataset from the MA-
HED 2025 shared task (Zaghouani et al., 2025),
consisting of Arabic social media posts labeled as
not_applicable, hope, or hate, introduced in (Za-
ghouani et al., 2024b). The dataset is divided into
training, development, and test sets, though spe-
cific split sizes are not detailed here. The train-
ing set includes 6,890 samples with notable im-
balances: 3,697 not_applicable, 1,892 hope, and
1,301 hate, as shown in Figure 1.

For Subtask 2, we used the EmoHopeSpeech
dataset (Zaghouani and Biswas, 2025), which con-
tains 5,960 rows annotated with emotions, offen-
sive and hate speech in English and Arabic.The
distribution of frequecies for each label are given
in Table A.

Examples of each label are given in section B

4 System

We have participated in subtask 1 and 2, which
are an unimodal and multilabel text classification
task. Figure 2 presents our proposed multi-output
classification architecture for Arabic text analysis.

4.1 Data Augmentation

We have done data augmentation only for subtask-
1.The original training dataset exhibited signifi-
cant class imbalance with 3,697 not_applicable,
1,892 hope, and 1,301 hate instances. We imple-
mented a multi-stage augmentation strategy to ad-
dress this imbalance.

External Dataset Integration We incorporated
additional datasets: 130 instances from an Arabic
optimism dataset® for hope speech and additional
hate speech samples from an external corpus>.

Synonym Replacement and Back-Translation
For the "hope" class, we applied Arabic synonym
replacement using a comprehensive dictionary*,
preserving URLs, emojis, and punctuation while
replacing content words. We generated 1,675 ad-
ditional samples through this process. We fur-
ther implemented back-translation (Arabic En-
glish Arabic) using Google Translate API: (1)

https://data.mendeley.com/datasets/
mcnzzpgrdj/2

Shttps://www.sciencedirect.com/
science/article/pii/S2352340923008144

*https://github.com/mdanok/ArabicLT/
master/csv/synonyms.csv
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Figure 1: Label Distribution Before and After Augmentation for subtask-1
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Figure 2: Overview of our proposed multi-output classification system for Arabic text analysis.

translating synonym-replaced Arabic to English,
(2) applying English synonym replacement using
WordNet and spaCy on nouns, verbs, adjectives,
and adverbs, and (3) translating back to Arabic.
This introduced natural linguistic variations while
preserving semantic content.

Label Before | After
not_applicable | 3,697 3,697
hope 1,892 3,697
hate 1,301 | 3,697
Total 6,890 | 11,091

Table 1: Dataset distribution before and after augmen-
tation

The augmentation successfully created a bal-
anced dataset with 3,697 instances per class, rep-
resenting a 61% increase in total samples and en-
suring equal learning opportunities for all cate-
gories. Figure 1 illustrates the class distribution
before and after the augmentation process.

4.2 Data Preprocessing

To ensure clean and consistent input for our mod-
els, we implemented a comprehensive preprocess-
ing pipeline shown in this table2 for the Arabic
text data. The preprocessing steps were applied se-
quentially to handle the specific challenges of Ara-
bic social media text. This preprocessing pipeline
ensured that our models received clean, normal-
ized Arabic text optimized for classification tasks
while preserving essential semantic content.

4.3 Initial Experimentation

In our initial experiments for both subtasks, we
explored several transformer-based models to es-
tablish baselines and understand the performance
landscape. Using xlm-roberta-large on
both augmented+preprocessed and raw datasets,
we observed that while the augmented data
showed a strong bias towards the hope label, per-
formance on the raw dataset was primarily skewed
towards not_applicable. Balanced experiments
on subsets demonstrated that data preprocessing
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Character filtering | auisa 435 123 s12e

(We are very happy, smil happy smiling face)

Stopword removal pndine

(We are very happy smiling face in this) (We are very happy smiling face)

Table 2: Examples of Preprocessing Actions on Arabic
Text.

and balancing played a crucial role in improv-
ing model performance. Building on this, we
evaluated additional models including Gemma,
Owen (14B and 2.5-14B-instruct), asafaya/bert-
base-arabic, aubmindlab/bert-base-arabertv2,
and  Davlan/xim-roberta-base-finetuned-arabic,
as well as specialized hate speech models such
as hossam87/bert-base-arabic-hate-speech (Hos-
sam, 2023) and Hate-speech-CNERG/dehatebert-
mono-arabic (Aluru et al., 2020), which showed
strong bias towards the hate label in training.
Across these experiments, performances var-
ied depending on model architecture and data
preprocessing strategies.

4.4 Overview of the Adopted Model

For Subtask 1, we evaluated several models on
different versions of the dataset, including XLM-
RoBERTa-large, Qwen-14B, and Davlans XIL.M-
RoBERTa-base fine-tuned models. Among these,
Gemma7b with selected parameters(C) consis-
tently achieved the highest accuracy across com-
binations of training, validation, and test sets, out-
performing others with accuracies ranging from
0.47 t0 0.67 depending on the dataset composition.

Similarly, for Subtask 2, Gemma was again cho-
sen as the primary model. Other transformer-
based models showed competitive performance,
but Gemma provided the most consistent and re-
liable results for our multi-label Arabic classifi-
cation task. We used the standard pre-trained
tokenizer, set appropriate maximum sequence
lengths, and experimented with hyperparameters
such as learning rate, batch size, and number of
epochs to optimize performance.

5 Results and Analysis

In this section, we summarize the key findings of
our experiments, focusing on which approaches
performed best rather than presenting full tables.

5.1 Evaluation Metrics

We evaluate using the macro-F1 score, which bal-
ances performance across all classes by averaging
F1-scores independently for each label.

5.2 Comparative Analysis

Our experiments show that among all tested ap-
proaches, Google Gemma-7B with DoRA con-
figuration achieved the best results for Subtask
1 (Hate and Hope Speech Classification), reach-
ing an accuracy of 0.67. The comprehensive per-
formance comparison across different models and
dataset configurations for Subtask 1 is presented
in Table 3.

Model Dataset Configuration Macro-F1
Augmented + Preprocessed 0.33
Given Dataset 0.54
f{%ggRTa— Given Dataset (1301 per label) 0.32
Large Cleaned + 1301 per label + Non-cleaned Val 0.59
Preprocessed + 1301 per label + Cleaned test 0.57
Preprocessed given + Unprocessed test 0.23
Given + LoRA config 0.66
Given + preprocessed test 0.60
Google Given + 1301 per label 0.48
Gemma-7B Given + 1301 per label + processed test 0.47
Given + DoRA + Unprocessed test 0.67
Given + DoRA + processed test 0.64
Qwen-14B 1300 data samples 0.43
Davlan/xIm- Given Dataset 0.63
roberta-base- Preprocessed Dataset 0.61
arabic Augmented + preprocessed 0.59

Table 3: Performance comparison for Subtask 1 across
different models and dataset configurations.

For Subtask 2 (Emotion, Offensive, and Di-
rected Hate Detection), the highest macro-F1
score (0.48) was obtained by three models:
Qwen2.5-14B-Instruct, aubmindlab/bert-base-
arabertv2, and Google Gemma-7B. The perfor-
mance comparison for Subtask 2 is shown in Ta-
ble 4.

6 Error Analysis

6.1 Confusion Matrix Analysis

To evaluate the classification performance in de-
tail, we analyze the confusion matrices generated
by our best performing Gemma-7B model. For
Subtask 1, the confusion matrix (shown in Fig-
ure 8 in Appendix D) demonstrates the model’s
ability to distinguish between hate speech, hope
speech, and not applicable content.
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Model Macro-F1 | Notes
Qwen2.5-14B-Instruct 0.48 -
asafaya/bert-base-arabic (3 0.45 -
epochs)

asafaya/bert-base-arabic 0.44 -

(20 epochs)

aubmindlab/bert-base- 0.48 -
arabertv2

aubmindlab/bert-base- 0.42 Preprocessed
arabertv2

Google Gemma-7B 0.48 -
Ensemble (XLM- 0.43 -
RoBERTa + Gemma +

dehatebert)

Table 4: Performance comparison for Subtask 2 show-
ing macro-F1 scores.

For Subtask 2, we examine three separate con-
fusion matrices corresponding to the multi-label
classification components: emotion classification
(Figure 9), offensive content detection (Figure 10),
and hate speech detection within offensive content
(Figure 11). These matrices provide insights into
the model’s performance across different aspects
of the multi-label task.

6.2 Error Patterns

The confusion matrices reveal several key patterns
in model performance:

* Subtask 1 Performance: The model shows
good discrimination between hate and hope
classes but occasionally confuses both with
not_applicable content. This suggests that
the model sometimes struggles to identify the
presence of clear hate or hope indicators in
ambiguous text.

* Emotion Classification: The model per-
forms well on distinct emotions like joy and
anger but struggles with subtle emotional dis-
tinctions. This indicates that while the model
can capture clear emotional signals, it faces
challenges in differentiating between closely
related emotional states.

» Offensive Content Detection: The analysis
shows high precision but some recall issues,
particularly with borderline cases. This sug-
gests the model tends to be conservative in
its offensive content predictions, potentially
missing some subtle forms of offensive lan-

guage.

* Hate Speech Detection: Within offensive
content, the model demonstrates the inher-
ent challenge of distinguishing targeted hate
from general offensive language. This high-
lights the complexity of the hate speech de-
tection task, where the boundary between of-
fensive and hateful content is often nuanced.

These error patterns provide valuable insights
into the limitations of current approaches and sug-
gest directions for future improvements in hate
and hope speech classification systems.

7 Conclusion

Our study demonstrates the effectiveness of
transformer-based and LLM approaches for Ara-
bic hate, hope, offensive, and emotion detection,
with Gemma-7B achieving the strongest results.
However, the models show limitations in handling
text with divine or religiously inspired speech,
often misclassifying such hopeful expressions as
neutral or humorous, as observed in our error anal-
ysis. Moreover, due to limited computational re-
sources, we could not experiment with larger mod-
els capable of capturing broader context. As fu-
ture work, we plan to incorporate domain-specific
religious and cultural corpora to better model di-
vine hopeful speech and explore larger-scale or
more efficient models to enhance contextual un-
derstanding and overall robustness.
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Figure 6: Data example of offensive column of sub-

Figure 4: Data example for emotion column of sub- task 2

task 2

epochs, with a per-device training batch size
of 1 and gradient accumulation over 4 steps to
simulate a larger batch size. ~ Warmup steps
were set to 10, and the optimizer used was
paged_adamw_8bit. We enabled mixed pre-
cision training with bf16 for efficiency. The max-
imum sequence length for tokenization was 1024,
and padding was applied dynamically using the
DataCollatorWithPadding.

Model checkpoints were saved every 50 steps,
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Figure 7: Data example of hate column of subtask 2
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and logging was performed every 10 steps. Un-
used columns in the dataset were removed to op-
timize memory usage. The DoRA configuration
was applied with a rank r of 4, LoRA alpha of 32,
LoRA dropout of 0.1, and targeting the projection
layers g_projand v_proj.

D Confusion Matrices

This appendix presents the confusion matrices for
both subtasks, providing detailed visualization of
the classification performance.

D.1 Subtask 1: Hate and Hope Speech
Classification

Confusion Matrix
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Figure 8: Confusion matrix for Subtask 1 (Hate and
Hope Speech Classification) using Gemma-7B model.

D.2 Subtask 2: Multi-label Classification

Emotion Confusion Matrix
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Figure 9: Confusion matrix for Emotion classification
in Subtask 2.

Offensive Confusion Matrix
700
% 600
500

- 400

Actual

= 300
- 200

- 100

Predicted

Figure 10: Confusion matrix for Offensive content de-
tection in Subtask 2.
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Figure 11: Confusion matrix for Hate speech detection
in Subtask 2.
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