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Abstract

Authorship identification in Arabic is a chal-
lenging task due to the language’s morpho-
logical richness, orthographic variation, and
stylistic diversity across genres and authors.
In this paper, we present our submission to
Subtask 2: Authorship Identification of the
AraGenEval 2025 Shared Task at ArabicNLP,
which aims to identify the author of a given
Arabic paragraph among a set of 21 authors.
This task is important for applications such
as digital forensics, plagiarism detection, lit-
erary analysis, and Al-generated content veri-
fication, where reliably linking text to its au-
thor can provide critical insights. We em-
ploy transformer-based encoders and address
the dataset’s class imbalance by leveraging an
ensemble of two capable Arabic language un-
derstanding models: AraBERT and AraELEC-
TRA. Our approach combines the pre-softmax
logits of both models before the final soft-
max layer, effectively capturing complemen-
tary strengths in their predictions. Using our
proposed method, we achieved third place on
the Subtask 2 leaderboard of the AraGenEval
Shared Task (Abudalfa et al., 2025), with a
Macro-F1 score of 0.85968 and accuracy of
0.89516 on the test split.

1 Introduction

This paper details the system we developed for the
AraGenEval 2025 Shared Task on Arabic Author-
ship and AI-Generated Text Detection, hosted at
the Arabic Natural Language Processing Confer-
ence (ArabicNLP 2025) (Abudalfa et al., 2025).
Our work is submitted under Subtask 2: Au-
thorship Identification, a multi-class classification
challenge designed to attribute a given Arabic text
to its correct author from a closed set of 21 distin-
guished writers. The importance of this task has
grown substantially with the proliferation of dig-
ital content. Robust authorship identification sys-
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tems have critical real-world applications in digi-
tal forensics for identifying anonymous authors, in
cybersecurity for detecting coordinated disinfor-
mation campaigns, in academic integrity for un-
covering plagiarism, and in digital humanities for
attributing disputed or anonymous literary works.
The task is centered exclusively on the Arabic
language, with a dataset curated to include diverse
genres such as literary, philosophical, and journal-
istic prose, ensuring that solutions must focus on
deep stylistic features rather than superficial topi-
cal cues.

The challenge of authorship attribution in Ara-
bic is particularly acute due to the language’s in-
trinsic complexities. Arabic is characterized by
its rich and complex morphology, where a sin-
gle root can spawn a vast array of words, mak-
ing traditional bag-of-words models less effective.
Furthermore, the phenomenon of diglossia—the
coexistence of Modern Standard Arabic (MSA)
with numerous regional dialects—means that au-
thors often possess a unique stylistic blend, which
may not be immediately apparent. Finally, ortho-
graphic variability in the Arabic script, such as
the multiple forms of the hamza and the option-
ality of diacritics (tashkeel), introduces surface-
level noise that can obscure an author’s true stylis-
tic signature. These linguistic hurdles are com-
pounded by difficulties inherent in the dataset it-
self, including a notable class imbalance across
the authors and significant stylistic diversity. To-
gether, these complexities demand robust models
capable of identifying an author’s unique textual
fingerprint amidst considerable noise.

To address these challenges, we fine-tuned
two state-of-the-art Arabic Transformer encoders:
AraBERT (Antoun et al.), trained with Masked
Language Modeling (MLM), and AraELEC-
TRA (Antoun et al.,, 2021), trained with Re-
placed Token Detection (RTD). Their complemen-
tary pretraining objectives were expected to cap-
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ture different facets of authorial style. Our best
system is a logit-level ensemble that averages the
models’ raw prediction scores before the softmax,
leveraging their strengths and reducing individ-
ual weaknesses. We also tested a sliding-window
strategy with AraBERTv02 for handling inputs
longer than 512 tokens.

Our ensemble-based system, achieved 3rd
place in the final competition rankings, demon-
strating its effectiveness on this challenging task.
The key contributions and findings of our work
can be summarized as follows:

* We demonstrate the successful application
of fine-tuned AraBERT and AraELECTRA
models for Arabic authorship attribution, us-
ing minimal preprocessing to ensure the
preservation of subtle stylistic markers.

* We show that a logit-level ensemble of
AraBERT and AraELECTRA significantly
outperforms either model individually on
both the development and final test sets, con-
firming the value of model fusion.

e We provide a valuable negative result
from our sliding-window experiments with
AraBERTV02, which indicates that simple
chunking and aggregation for documents
longer than 512 tokens degrades perfor-
mance, highlighting the critical importance
of contiguous context for stylistic analysis.

* We present a qualitative analysis, including
correctly classified examples from stylisti-
cally complex passages, to illustrate the sys-
tem’s practical capabilities.

2 Related Work

Authorship attribution has evolved from early sty-
lometric methods based on lexical and statisti-
cal features (Stamatatos, 2009) to modern deep
learning approaches. For Arabic, traditional ma-
chine learning methods using character n-grams
and morphological features (Shaker, 2017; Had-
dad et al., 2019) have shown promise but require
extensive feature engineering. Neural models such
as RNNs and CNNs (Alshahrani and Alsuhaymi,
2020) reduce this need, and transformer-based en-
coders like AraBERT (Abdul-Mageed et al., 2021)
and AraELECTRA (Antoun et al., 2021) now
achieve state-of-the-art results in Arabic NLP. En-
semble methods remain underexplored for Ara-
bic authorship tasks, with only limited work in
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social media contexts (Alshehri and Al-Khazraji,
2022), despite evidence from other languages (Ja-
fari Akinabad and Mohammadpour, 2021) that
model combination can improve robustness. Our
work fills this gap by applying a logit-level ensem-
ble of AraBERT and AraELECTRA for literary
and philosophical genres.

3 Dataset

The dataset was curated by the task organizers
from 10 publicly available books for 21 authors.
Books were segmented into semantically coherent
paragraphs, yielding substantial variation in length
and style. Table 1 summarizes the distribution of
samples across train, validation, and test splits.

Author Train Val Test
Ahmed Amin 2892 246 594
Ameen Rihani 1557 142 624
Hassan Hanafi 3735 548 1002
William Shakespeare 1236 238 358

Table 1: Example excerpt of dataset statistics; full table
provided by organizers.

Paragraph lengths range from short excerpts of
under 50 tokens to long passages exceeding the
512-token limit of standard Transformer models.
The dataset is also imbalanced, with author sam-
ple counts ranging from a few hundred to several
thousand, introducing a challenge for models to
maintain performance on minority classes.

4 Methodology

4.1 Base Models: AraBERT and
AraELECTRA

AraBERT is a 12-layer bidirectional Transformer
encoder based on BERT (Devlin et al., 2019),
pretrained on large-scale Arabic corpora (news,
Wikipedia, social media) using the Masked Lan-
guage Modeling (MLM) objective. This bidirec-
tional training captures deep contextual relation-
ships between words and morphemes, beneficial
for Arabic’s rich morphology. For our task, we
add a linear classification layer on the final hidden
state of the [CLS] token.

AraELECTRA follows the ELECTRA frame-
work (Clark et al., 2020), replacing MLM with a
Replaced Token Detection (RTD) objective, where



the model discriminates between original and sub-
stituted tokens. This more sample-efficient train-
ing yields rich token-level representations. Ar-
chitecturally, it is also a 12-layer Transformer
encoder, with the same classification head as
AraBERT.

We fine-tune both models for 4 epochs with a
maximum sequence length of 512 tokens, truncat-
ing longer texts. This identical setup enables di-
rect comparison and facilitates their combination
in our logit-level ensemble.

4.2 Logit-Level Ensemble
Each model outputs logits /() ¢ ¢ R We

combine them as:
lens = g(l) + £(2)7 p= Softmax(ﬁens)

This preserves raw decision margins before apply-
ing the softmax.

4.3 Sliding-Window Experiment

We fine-tuned the BERT Large AraBERTv02
model (aubmindlab/bert-large-AraBERTv02) for
authorship identification using a sliding-window
approach to handle long paragraphs without los-
ing context. Input texts were split into fixed-length
sequences of 512 tokens (including special to-
kens) with a stride of 128 tokens, ensuring overlap
between adjacent segments so that stylistic cues
spanning boundaries were preserved.

The dataset was loaded from Excel files with au-
thor names label-encoded. To address class imbal-
ance, balanced class weights were computed and
passed to a custom Trainer subclass. We applied
label smoothing with a factor of 0.1 to improve
generalization.

At inference, document-level voting was imple-
mented by aggregating chunk predictions to pro-
duce the final author label.

4.4 Baselines

e TF-IDF + FCN: Character and word n-gram
features via TF-IDF, fed into a 2-layer fully
connected network.

e Contrastive (Qarib) + k-NN: Contrastive
learning on Qarib (Abdelali et al., 2021) en-
coder embeddings to bring same-author texts
closer in vector space, followed by k-nearest
neighbors classification.
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4.5 Negative Experiment: Simple Chunking

We attempted to split long texts (>512 tokens)
into smaller chunks (512 and remainder), assign-
ing the same label to all chunks. This degraded
accuracy, likely because shorter fragments some-
times lack sufficient stylistic cues.

5 Results

Table 2 summarizes the performance of our mod-
els on the development set. Among the individ-
ual models, AraBERT achieved the highest devel-
opment accuracy (0.90) and a Macro-F1 score of
0.84, slightly outperforming AraELECTRA (0.88
accuracy, 0.83 Macro-F1). Our logit-level ensem-
ble of AraBERT and AraELECTRA produced the
best overall results on the development set, with
an accuracy of 0.92 and a Macro-F1 score of 0.86,
confirming the benefit of combining the two archi-
tectures.

We also evaluated several alternative ap-
proaches. A sliding-window inference strategy
applied to AraBERTv02 slightly improved the
Macro-F1 score over the single-model baselines
(0.85) but did not surpass the ensemble. Tra-
ditional TF-IDF features followed by a fully
connected network (FCN) performed consider-
ably worse (approximately 0.75 accuracy, 0.70
Macro-F1), highlighting the limitations of shal-
low lexical representations for this task. A con-
trastive learning approach achieved moderate
performance (0.84 accuracy, 0.79 Macro-F1), sug-
gesting that more specialized contrastive objec-
tives might be needed for stylistic analysis.

Our final submission to the AraGenEval 2025
Subtask 2 leaderboard achieved a Macro-F1 score
of 0.85968 and an accuracy of 0.89516 on the
held-out test set, placing third overall in the com-
petition. These results demonstrate the effective-
ness of our ensemble strategy in capturing com-
plementary stylistic cues from the two pretrained
models.

To illustrate the system’s ability to capture nu-
anced stylistic patterns, we present two correctly
classified examples from the test set:

Example 1 — Philosophical Prose:

Input excerpt: _§ daplal ol Lag
25 o paiy Tikny aa ) il



Model Dev Acc. Dev
Macro
F1
AraBERT 0.90 0.84
AraELECTRA 0.88 0.83
Ensemble 0.92 0.86
Sliding Window  0.90 0.85
TF-IDF + FCN ~0.75 0.70
Contrastive 0.84 0.79

Table 2: Model performance on the development set.
Predicted author: \_S; 5155 (correct)

Example 2 — Literary Prose:

Input excerpt: oo>! ¥ LU
oo dad ST ol Ke o baall Ll
Sle= de BLIL G Lixie
Predicted author: ¢ olax.dl (g (cor-

rect)

6 Discussion

The experimental results indicate that the en-
semble of AraBERT and AraELECTRA consis-
tently outperformed either model individually on
both the development and test sets. We attribute
this improvement to the complementary nature of
the models’ pretraining objectives: AraBERT’s
masked language modeling encourages deeper
bidirectional context modeling, while AraELEC-
TRA’s replaced token detection promotes fine-
grained token-level discrimination. By combining
their pre-softmax logits, the ensemble is able to
integrate these distinct strengths, leading to more
robust stylistic representation and classification.

The limited gains observed from the sliding-
window approach suggest that splitting long texts
into chunks may disrupt important discourse-level
cues, which are often essential for capturing an
author’s style. Similarly, the relatively low per-
formance of the TF-IDF + FCN baseline confirms
that surface lexical features alone are insufficient
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for distinguishing between highly skilled Arabic
authors with overlapping vocabularies. The mod-
erate results of the contrastive learning approach
point to the need for more task-specific contrastive
objectives that explicitly model stylistic similarity
and difference.

Overall, the findings highlight the value of
leveraging multiple pretrained encoders with dif-
ferent inductive biases, while also underscoring
the importance of preserving global context in
Arabic authorship attribution tasks.

7 Conclusion and Future Work

In this paper, we presented a logit-level ensem-
ble of AraBERT and AraELECTRA for Ara-
bic authorship attribution, developed for the Ara-
GenEval 2025 Shared Task.  Our approach
leveraged the complementary strengths of two
transformer-based encoders with different pre-
training objectives, resulting in robust perfor-
mance across literary, philosophical, and journal-
istic genres. The system achieved third place
on the competition leaderboard, with a Macro-F1
score of 0.85968 and an accuracy of 0.89516 on
the held-out test set. The results demonstrate that
combining pretrained models is an effective strat-
egy for addressing the linguistic and stylistic chal-
lenges of Arabic authorship identification.

For future work, we plan to extend our en-
semble in two directions. First, we will explore
weighted logit-level fusion, where the contribution
of each model is learned or tuned based on vali-
dation performance rather than averaged equally.
Second, we aim to increase the number of diverse
models in the ensemble, incorporating additional
pretrained Arabic encoders and possibly multilin-
gual transformers. We expect that both strate-
gies will further enhance performance by captur-
ing a wider range of stylistic and contextual fea-
tures, thereby improving the system’s robustness
and generalization.
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A Appendix
A.1 Hyperparameter Settings

Table 3 lists the main hyperparameters used for
fine-tuning AraBERT and AraELECTRA in our
experiments.

Hyperparameter Value
Optimizer AdamW
Learning rate 2x107°
Batch size 16
Weight decay 0.01
Epochs 4

Max sequence length 512

Table 3: Hyperparameters for fine-tuning.

A.2 Hardware and Runtime

All experiments were run on a single NVIDIA
P100 GPU with 16GB of memory. Fine-tuning
each model for 4 epochs required approximately
3 hours.



