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Abstract

Recent advancements in large language mod-
els (LLMs) have opened new possibilities for
processing complex natural language tasks, in-
cluding those involving highly regarded reli-
gious content. However, working with divine
sources such as the Holy Quran and Hadith
presents unique challenges. These Classical
Arabic texts have, for centuries, been metic-
ulously preserved and recited word-for-word,
allowing no tolerance for errors — even a sin-
gle incorrect diacritic can entirely alter the
meaning. Such sensitivity demands excep-
tional precision, as hallucinations or inaccura-
cies from LLMs could lead to significant misin-
terpretations among general users. To address
this challenge, we present an Arabic-focused,
LLM-powered framework designed to identify
and verify the integrity of religious text gen-
erated by widely used LLMs. Evaluation on
benchmark subtasks demonstrates strong per-
formance, achieving a Macro-Avg F1 score of
86.11% on Subtask 1A and an Accuracy of
89.82% on Subtask 1B.

1 Introduction

With the superior text generation capabilities of
contemporary (LLMs) (Ouyang et al., 2022; Ope-
nAI team, 2024), inaccurate yet plausible content,
commonly known as hallucinations, has prolif-
erated across various online platforms and web-
sites (Huang et al., 2025). In response, the research
community has developed fact-checking and ver-
ification methods grounded in reliable factual re-
sources (Guo et al., 2022; Althabiti et al., 2024).

Given that languages reflect cultures, some of
the content generated by LLMs in the Middle East
is closely tied to the region’s rich Islamic heritage,
especially as these models are increasingly used
for everyday tasks (Bashir et al., 2023; Mubarak
et al., 2025). Consequently, there is a risk that fabri-
cated sacred Islamic content may be generated and

mistakenly treated as authentic or employed to rein-
force Islamophobia or misinformation. This prob-
lem is particularly sensitive due to its significance
among Muslim and Arab communities (Mubarak
et al., 2025).

In this paper, we present our approach to address
these challenges by focusing on the tasks of Islamic
content identification and validation, namely Sub-
task 1A and Subtask 1B of IslamicEval (Mubarak
et al., 2025), respectively.

Given the limited size of the dataset and minimal
financial and time resources, our approach adopts a
few-shot learning strategy powered by state-of-the-
art (SOTA) LLMs to address both tasks (Liu et al.,
2023; Ouyang et al., 2022). More specifically, to
automatically identify divine texts in Subtask 1A,
we leverage trigger words and common citation pat-
terns frequently found in religious content (Bashir
et al., 2023). For the verification subtask, i.e, Sub-
task 1B, we employ a retrieval-augmented LLM
architecture with integrated content validation, en-
abling precise cross-checking of generated text
against authoritative Islamic sources (Guo et al.,
2022; Mubarak et al., 2025).

Our contributions are as follows:

• We achieve strong performance on both tasks
using powerful multilingual LLMs such as
Qwen-235B (MoE) and GPT-4o. Our re-
sults confirm that a carefully designed prompt
can lead to superior performance across both
tasks.

• To make verification feasible despite the large
size of the authentic reference resources, we
employ a lexical matching system to retrieve
the most relevant verses and implement an
efficient early exit strategy once verification
is successful. In addition, we empirically
demonstrate the effectiveness of this retrieval
phase.
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• We validate the consistency of our results by
demonstrating strong agreement between the
development set performance and the hidden
final test dataset.

• We share our code1 with the community to
promote broader accessibility and encourage
further exploration and improvement on this
essential problem.

We organize the paper as follows. Section 2
presents the background for the task and related
literature. In Section 3, we provide a detailed de-
scription of the system design for both tasks. Sub-
sequently, Section 4 highlights the key experimen-
tal details and running configurations. Section 5
presents the results along with analysis and find-
ings. Finally, Section 6 concludes the work.

2 Background

Attention mechanisms and the Transformer archi-
tecture have revolutionized NLP by enabling mod-
els to effectively capture long-range dependen-
cies (Vaswani et al., 2017). Models like BERT and
its Arabic variants, e.g., AraBERT (Antoun et al.,
2020), have further showcased the success of these
advancements for both multilingual and Arabic
NLP tasks (Devlin et al., 2019). Recently, LLMs
such as GPT-4 have demonstrated impressive few-
shot learning capabilities (Brown et al., 2020; Ope-
nAI team, 2024), allowing them to perform a wide
range of tasks with minimal task-specific tuning.
Meanwhile, prompt engineering has emerged as a
crucial technique to tailor these powerful models
to specialized applications (Liu et al., 2023).

Accurate processing of Islamic sacred texts is
essential due to their cultural and religious signif-
icance in the Arabic world. NLP tasks targeting
these texts include question answering (QA), con-
tent retrieval, morphological analysis, and recita-
tion correction, among others (Bashir et al., 2023).
Prior shared tasks, notably Qur’an QA 2022 and
2023, have laid the groundwork by focusing on
QA over the Noble Quran using retrieval and com-
prehension techniques (Malhas et al., 2022, 2023).
Central to these efforts, retrieval methods based
on lexical approaches such as TF-IDF and BM25
continue to play a fundamental role in effectively
locating relevant verses or narrations (Salton and
Buckley, 1988).

1The code and resources are available at https://github.
com/m-alqblawi/Islamic_Eval_2025

Building upon previous endeavors, IslamicEval
2025 tackles the critical challenge of hallucination
detection in LLM-generated Islamic content, em-
phasizing the accuracy and integrity of Quranic
and Hadith references (Mubarak et al., 2025). The
competition comprises the following subtasks:

• Subtask 1A: Identification — Detect spans
of Quranic verses (Ayahs) and Hadiths within
free-text responses generated by LLMs.

• Subtask 1B: Validation — Assess each iden-
tified utterance against authoritative sources
to distinguish accurate references from hallu-
cinated content.

• Subtask 1C: Correction — Generate cor-
rected versions of any erroneously generated
Ayahs or Hadiths based on authentic sources.

• Subtask 2: Passage Retrieval — Retrieve a
ranked list of Quranic or Hadith passages that
potentially answer a given question posed in
Modern Standard Arabic.

As previously noted, this work presents our solu-
tions for the 1A and 1B subtasks. Detailed dataset
statistics for both subtasks are provided in Tables 4
and 5 in Appendices A.1 and B.1 respectively.

3 System Design

Our approach leverages few-shot learning with
SOTA foundational LLMs to address both subtasks.
For 1B subtask, we propose a retrieval-augmented
architecture to perform the verification procedure.

3.1 Subtask 1A: Span Extraction For
Identification

For this subtask, we formulate the problem as a
span extraction task, where the system identifies
textual segments referencing Quranic verses and
Hadith within generated responses (Mubarak et al.,
2025). Our approach employs a powerful founda-
tional LLM (Yang et al., 2025), guided by a care-
fully designed few-shot prompt to extract relevant
spans (OpenAI team, 2024; Liu et al., 2023; Brown
et al., 2020). These prompts emphasize commonly
occurring trigger words and citation patterns char-
acteristic of sacred Islamic texts, enabling effec-
tive identification given the structured nature of
the citation process (Bashir et al., 2023) (See Ap-
pendix A.2 for detailed prompts in Figure 3). To
ensure the input remains manageable for the LLM
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while preserving essential information, we apply
chunking to segment the input into appropriately
sized portions.

Driven by the limited size of the training dataset,
we forego extensive task-specific fine-tuning and in-
stead leverage the strong generalization capabilities
of foundational LLMs for span extraction (Devlin
et al., 2019; Vaswani et al., 2017). Subsequently,
to accurately align the extracted spans with their
precise locations in the generated text, the system
incorporates a fuzzy matching module (Platenius
et al., 2013; Salton and Buckley, 1988) that ac-
counts for minor variations and inconsistencies.
Spans with fuzzy matching scores below a pre-
defined threshold are discarded to maintain high
precision and minimize false positives. The com-
plete system architecture is illustrated in Figure 2,
with algorithmic details provided in Algorithm 1 in
Appendix A.2.

3.2 Subtask 1B: Retrieval-Augmented
Verification

Our approach for Subtask 1B consists of three main
phases that integrate a powerful foundational LLM
with a retrieval mechanism tailored for Quranic
and Hadith verification. We model this subtask
as two independent few-shot binary classification
problems — one for Quran verification and another
for Hadith verification.

First, we retrieve relevant passages from authen-
ticated Quranic and Hadith sources using a hybrid
retrieval strategy. For Quranic material, retrieval
leverages fuzzy matching based on the py_quran
Python package (Yousef et al., 2018). Our ap-
proach performs verse-level retrieval by tokenizing
the query into individual words and computing a
weighted matching score for each verse based on
the frequency and presence of these words. Specif-
ically, a voting or counting map is constructed
where each word match contributes to the verse’s
overall relevance score, allowing the system to iden-
tify the most pertinent verses despite minor textual
and scripting variations.

For Hadith content, we employ a character-level
TF-IDF ranking approach with character n-grams
to capture fine-grained textual patterns (Salton and
Buckley, 1988). After retrieval, a postprocessing
algorithm is applied to the Quranic results to merge
adjacent retrieved verses from the same surah into
coherent contiguous segments, enhancing context
and verification accuracy before input to the LLM.
Subsequently, these consolidated retrieval results

form the input context for the LLM, which de-
termines the correctness of the claims through
few-shot prompting. In our prompt template, we
provide few-shot demonstration examples inde-
pendently for Quranic and Hadith texts (detailed
prompts shown in Figure 5 in Appendix B.2).

For Quran verification, the LLM is tasked with
strict word-for-word matching due to the sensitiv-
ity of small textual changes on meaning (Bashir
et al., 2023). In contrast, Hadith verification toler-
ates minor variations in the matn (narrative text),
acknowledging authentic variations in Prophetic
sayings.

It is worth mentioning that the verification LLM
is invoked sequentially on each retrieved result
independently. If a match is found by the LLM,
the sequential process terminates early, mirroring
the human strategy of stopping once sufficient evi-
dence is found. A comprehensive system architec-
ture is presented in Figure 4, with the detailed algo-
rithmic implementation described in Algorithm 2
in Appendix B.2.

4 Experimental Details

For both tasks, we utilized the original development
and test splits. Due to constraints in budget and
time, our experiments did not involve exhaustive
exploration of all possible parameters and configu-
rations. We leave this comprehensive investigation
to future work and the community.

For Subtask 1A, we employ various multilin-
gual Qwen and LLaMA3 LLMs (Yang et al., 2025;
Grattafiori et al., 2024), accessing all open-source
models via the Hugging Face API. The LLM is
prompted to output the extracted spans in a struc-
tured JSON format. The fuzzy matching threshold
is set to a high value of 90% for precise match-
ing and robustness against hallucination. Chunk-
ing was applied consistently throughout all exper-
iments using sentence-aware segmentation with a
800-character limit, preserving semantic bound-
aries at Arabic and standard punctuation marks. To
assess the impact of this technique, we conducted
a minor ablation study by disabling chunking for
our top-performing model.

In Subtask 1B, for Quran retrieval, since cita-
tions must be exact word-by-word matches, we
combine a proximity score between matched words
to preserve their relative order, along with a cover-
age score representing the proportion of matched
words within each potential ayah. For Hadith re-
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trieval, we employ a TF-IDF module configured
with character n-grams up to 7-grams to capture
fine-grained textual patterns. For verification, we
experimented with two distinct models; we utilized
the open-source Gemma model (Team et al., 2024),
accessed through OpenRouter, alongside GPT-4
via the OpenAI API (OpenAI team, 2024).

5 Results and Analysis

Subtask 1A: Table 1 presents the validation set
performance for span extraction across different
LLMs. The Qwen3-235B-A22B-Instruct (MOE)
model achieves the best overall performance with
an accuracy of 0.860 and a macro-average F1 score
of 0.765, demonstrating superior capability in iden-
tifying Islamic content spans. Notably, the com-
parison between the chunked and non-chunked ver-
sions of the same model reveals the significant im-
pact of preprocessing: the model without chunking
achieves substantially lower performance (0.795
accuracy vs. 0.860), confirming the importance
of chunking preprocessing for maintaining model
performance on longer text inputs. Among smaller
models, Qwen14B shows competitive precision
(0.807), while Llama-3.3-70B-Instruct lags behind
other models across all metrics.

Subtask 1B: Table 2 shows the binary classifica-
tion results for Islamic content verification. GPT-4o
with Arabic diacritics achieves the highest perfor-
mance with an accuracy of 0.9 and F1 score of
0.92, significantly outperforming all Gemma vari-
ants. Among the Gemma models, the 12B variants
consistently outperform 4B variants, with Gemma-
12B-IT (with diacritics) achieving 0.737 accuracy
compared to 0.676 for Gemma-4B-IT.

Our deeper analysis of these results reveals sev-
eral critical insights: (1) The high recall rates
achieved by the full pipeline across all experimen-
tal conditions (consistently above 95% as shown in
Table 2) indicate that our hybrid retrieval architec-
ture effectively captures relevant Islamic content
from authoritative sources. However, as evidenced
in Tables 6, 7, and 8, (2) we observe a consistent
pattern toward Type I errors (false positives are un-
derlined and italicized in all confusion matrices for
clarity), suggesting that LLM verifiers are occasion-
ally deceived by similar Islamic content generated
by powerful language models.

(3) Removing diacritics generally reduces perfor-
mance across all model sizes, with accuracy drops
of 2-3 percentage points (e.g., Gemma-12B drops

from 0.737 to 0.709). This performance degrada-
tion is particularly pronounced in Quranic content
compared to Hadith content, especially for GPT-4o,
suggesting that diacritical marks are essential for
understanding nuanced Quranic text where subtle
diacritical differences significantly impact mean-
ing. (4) Verification errors are significantly more
prevalent in Quranic content than in Hadith content,
indicating that Quranic language presents greater
verification challenges. This disparity stems from
two key factors: first, the strict word-for-word
preservation requirements in Quranic text com-
pared to the relatively acceptable variations in Ha-
dith transmission; and second, the precise linguistic
requirements and rich diacritical structure inherent
to Quranic Arabic. In contrast, Hadith content al-
lows for authentic variations in transmission across
different narrations, making it inherently more tol-
erant of minor textual discrepancies. Given GPT-
4o’s superior discriminative capabilities compared
to open-source Gemma variants, these structural
differences between Quranic and Hadith content ex-
plain why GPT-4o consistently produced the fewest
errors across all verification tasks.

Official Test Set Performance: Table 3 reports
the final results on the hidden test set as provided
by the IslamicEval 2025 organizers. Our best-
performing models, Qwen3-235B-A22B-Instruct
for Subtask 1A and GPT-4o for Subtask 1B,
achieved strong performance on the official evalu-
ation: 0.861 macro-average F1 for span identifi-
cation and 0.898 accuracy for verification, respec-
tively. These results demonstrate the effectiveness
of our hybrid approach combining large language
models with domain-specific preprocessing and
retrieval strategies for Islamic content processing
tasks.

Task Metric Score

1A (Qwen3-235B) Macro F1 0.861
1B (GPT-4o) Accuracy 0.898

Table 3: Official Test Results from IslamicEval 2025

6 Conclusion

We present a framework for identifying and verify-
ing Islamic content in LLM-generated text, address-
ing hallucination detection in sacred Arabic texts.
Our approach combines SOTA multilingual LLMs
with domain-specific preprocessing and retrieval-
augmented verification strategies.
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Index Model Accuracy Precision Recall Macro-F1

1 Qwen3-8B 0.836 0.778 0.766 0.751
2 Qwen14B 0.835 0.807 0.781 0.765
3 Qwen3-32B 0.804 0.795 0.772 0.758
4 Llama-3.3-70B-Instruct 0.731 0.743 0.698 0.700
5 Qwen3-235B-A22B-Instruct (MOE) 0.860 0.801 0.789 0.765
6 Qwen3-235B-A22B-Instruct (MOE)† 0.795 0.769 0.748 0.719

†Without chunking preprocessing step.

Table 1: Validation Set Performance for Official Split on Subtask 1A. Models are ordered by parameter size from
the smallest to largest.

Index Model Accuracy Precision Recall F1

1 Gemma-4B† 0.664 0.642 0.986 0.777
2 Gemma-4B 0.676 0.652 0.980 0.783
3 Gemma-12B† 0.709 0.674 0.986 0.801
4 Gemma-12B 0.737 0.697 0.986 0.817
5 GPT-4o† 0.87 0.82 0.986 0.9
6 GPT-4o 0.9 0.87 0.986 0.92

†Without diacritics.

Table 2: Validation Set Performance for Subtask 1B

Our results demonstrate strong performance:
86.11% macro-average F1 on Subtask 1A and
89.82% accuracy on Subtask 1B. Key find-
ings include the critical importance of chunk-
ing preprocessing for longer text inputs. The
retrieval-augmented approach enables precise
cross-checking against authoritative sources while
maintaining computational efficiency through early
termination strategies.

This work contributes to the broader effort of
ensuring accuracy and integrity in AI-generated
religious content, addressing a critical need for the
Muslim community. We hope our publicly avail-
able code and findings facilitate further exploration
and improvement in this essential domain.

Limitations

As noted in prior studies (Farghaly and Shaalan,
2009; Bashir et al., 2023), NLP for Islamic content
is challenged by the limited availability of sizable
datasets and constrained computational resources.
Our work similarly faces these limitations, as it
requires more extensive experimentation across a
diverse range of LLMs to fully assess performance
and robustness. Furthermore, the development of a
reasonably sized, well-annotated dataset represen-
tative of the varied nature of Islamic texts would be
instrumental in enabling more effective learning-

based approaches. Such datasets could facilitate
the use of smaller, more efficient LLMs to perform
Islamic content processing and classical Arabic
language tasks with higher accessibility and lower
computational cost. Addressing these limitations
remains an important direction for future research.
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Appendix

Figure 1 illustrates a sample hallucinated output
generated by GPT-4o, demonstrating that even
SOTA models can produce inaccurate Arabic Is-
lamic content (Guerreiro et al., 2023).

User Query

ما فضل الصلاة في الإسلام؟
What is the virtue of prayer in Islam?

Sample Answer

﴾ :ق��ال الله تع��الى رِ نكَ مُ
الْ اءِ وَ شَ حْ فَ

نِ الْ ىٰ عَ نْهَ
 ةَ تَ لَا صَّ نَّ ال  .(45: العنكب��وت) ﴿إِ

ا م رضوان الله﴾ :وقال أيضً رِ  ﴿وأقيموا الصلاة فإنها مفتاح الجنة، ومن تركها حُ
 رأس الأم��ر الإس��لام وعم��وده»: وق��ال الن��بي صلى الله عليه وسلم. (72: س��ورة الن��ور)

 من ص�لّى الص�بح أرب�ع ركع�ات»: وروي ك�ذلك. (رواه الترم�ذي)« الص�لاة
.«كتب الله له بيتاً في الفردوس

Figure 1: Sample generated content by GPT-4o with
color-coded verification: green indicates correct content,
while red highlights invented Quran or Hadith. Some
irrelevant content was truncated for clarity.

A Subtask 1A: Islamic Content
Identification

A.1 Dataset Details

Table 4 presents the statistical analysis of the
dataset for subtask 1A. The dataset demonstrates
varying annotation densities and imbalanced label
distributions across the identification task.

A.2 System Design Details

Figure 2 provides an overall view of the system
design for subtask 1A. Algorithm 1 demonstrates
the algorithmic pseudocode for the span extraction
problem. Figure 3 shows the few-shot prompt tem-
plate used for Islamic content identification.

Metric Value

Unique Questions 50
Annotations per Question 4.20 ± 4.30
Ayahs per Question 2.36 ± 3.26
Hadiths per Question 1.52 ± 2.47

Label Distribution

Ayah 118
Hadith 76
NoAnnotation 16

Table 4: Subtask 1A dataset statistics: annotation den-
sity and class distribution for span extraction task.

B Subtask 1B: Islamic Content
Verification

B.1 Dataset Details
Table 5 presents the statistical analysis of the
dataset for subtask 1B. The dataset demonstrates
imbalanced label distributions across the binary
classification verification task.

Metric Value

Number of samples 247
Number of verses 4940
Number of unique questions 50
WrongAyah 70
CorrectAyah 110
WrongHadith 30
CorrectHadith 37

Table 5: Subtask 1B dataset statistics: sample distribu-
tion and verification labels for binary classification task.

B.2 System Design Details
Figure 4 provides an overall view of the system de-
sign for subtask 1B. Algorithm 2 demonstrates the
algorithmic pseudocode for the verification prob-
lem. Figure 5 shows the few-shot prompt template
used for binary classification in content verifica-
tion.

B.3 Additional Results
Tables 6, 7, and 8 present comprehensive confusion
matrices for different model configurations, evalu-
ating performance across overall metrics, Quranic
content verification, and Hadith content verification
respectively.
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Two-Stage Pipleline for Span Extraction (Subtask 1A)

STAGE 1
LLM-Powered Candidate Extraction

STAGE 2
Fuzzy Search Span Localization

Raw Input dataset

Prompt Engineering
Rule-Based Extraction 

Instructions    

 Qwen3-235B-A22B- Instruct-2507
LLM

[{"text": "...", "type": 
"Ayah/Hadith"} ]

  List of  Candidate Spans 
Raw Input dataset

1. Text Normalization Pipeline
2.Sliding Window Algorithm
3.Similarity Scoring (rapidfuzz)

Arabic Fuzzy Search Module

[{"text": "...", "type": "...", 
"start": N, "end": M}]

  Located Spans with 
Character Coordinates

Final Output

Figure 2: Overall system architecture for Islamic content Identification (Subtask 1A).

Algorithm 1 Span Extraction with Fuzzy Matching

Require: Generated response text T , pretrained LLM, prompt template P , fuzzy matching threshold θ
Ensure: Extracted and verified spans S

1: Define F(s, T ) as fuzzy matching function returning set of matched entries with similarity scores
2: Tchunks ← chunk text T into manageable segments for LLM processing
3: Construct few-shot prompt P emphasizing trigger words and citation patterns
4: Sraw ← ∅
5: for all chunk c in Tchunks do
6: Schunk ← output spans extracted by LLM using prompt P on chunk c
7: Sraw ← Sraw ∪ Schunk

8: end for
9: S ← ∅

10: for all span s in Sraw do
11: Ms ← F(s, T ) ▷ Get matching results
12: ms ← max(e,score)∈Ms

score ▷ Select highest similarity score
13: if ms ≥ θ then
14: S ← S ∪ {s} ▷ Add span to verified set
15: end if
16: end for
17: return S
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ة   راج  مق اطع ن صت  ه مهمة  است خ     .(Span Extraction Task) هذ 

ت ر ة  كب  ج  لع  ة ن موذ  ت خ  ن  ت ة  ا  ة  العرن  اللع  ا ن     .(LLM) سا عطت ك  مق طعًا ن صت ً

   : ة هي  اطع من  ي  مق  ات ة  وت حدد أ  عن  رأ  ألن ص ب  ق  ن  ت   مهمت ك  أ 
ت ر صخت ح( - كل ع  ة  ن س  سون  را ن  الكري م )جت ى لو كان ت  مب  لى الق  ة  ا  سون  ة  ا و مب  ت  ت ق  ت ة  جق  ها  ا ي ات  ق را ن  رج     است خ 
ت ر صخت ح( - كل ع  ة  ن س  سون  ى  صلى اللة علت ة وسلم )جت ى لو كان ت  مب  ب  لى الب  ة  ا  سون  وي ة  صخت خة  ا و مب  ب  رج  كل الاجاذي ت  ن   ا ست خ 

  : رأج  روط ألاشت ح   ش 
1 . رة  اش  لها من  ن  مهت دت ة  صرت حة  ق  ارة  ت  أ وردت  عن  د  لا أ  و حدت ث  أ  ر ألن ص أ ت ة  أ  ن  عت   . لا ت 

 : ة  ت  رأ ب  مهت دت ة  لا ت ات  ق  ارأت  ت  لة  لعن  مت  :  أ  وت ة  ن  مهت دت ة  لا حادت ث  ب  ارأت  ت  لة  لعن  مت   أ 
   ق ال رسول اللة صلى اللة علت ة وسلم   -   ق ال اللة ي عالى -   
ب ى  صلى الله عليه وسلم -      ق ولة ي عالى -       ق ال الب 
ى  صلى اللة علت ة وسلم  -      ( ق ولة ي عالى -    ب  اء عن  الب     كما ج 
ري ف   -      كما ق ال ي عالى -    كر الخذي ت  الس     كما ذ 
ل -    ة -      ي ق ول اللة عر  وج  ن  ماج  و ذاوذ وان  ن     كما روى مسلم وا 
را ن  الكري م  -    ى  الق  اء ق  ري ف   -      كما ج  ى  الخذي ت  الس     وق 
را ن  الكري م  -    ى  الق  ى  صلى اللة علت ة وسلم  -      وق ذ ورذ ق  ب     عن  الب 
ل اللة ي عالى -    ر  ن  ى  صلى اللة علت ة وسلم  -      وا  ب  ال لها الب  ق     ق 
ى  ق ولة ي عالى -    ى  الخذي ت   -      ق     كما ق 
ى  كت ات  اللة -    ى   -      كما ورذ ق  ب     كما صح عن  الب 
ى  ا ي ة  من  كت ات  اللة -    ى  صلى اللة علت ة وسلم  -      ق  ب  ت ما رواه الب     ق 
را ن   -    ى  الق  ري ف   -      كما ق ال ق  ى  الخذي ت  الس  اء ق     ج 
را ن   -    ى  الق  اء ق  ري ف   -      ج  ى  الخذي ت  الس     ورذ ق 
   كما ورذ عن  رسول اللة -      ن صت  الا ي ة  الكري مة   -   
لى الا ي ة  الكري مة   -    وع ا  الرج  ب     ق ال علت ة الصلاه  والسلام -      ق 
را ن   -    ى  ا ي ة  من  الق  اء ق  ى  صلى اللة علت ة وسلم  -      ج  ب  ى  ق ول الب     ق 
را ن  الكري م  -        كما ن ص الق 
را ن   -    ت ة ا ي ة  من  الق  مب     كما ي ص 
2 .' و كلمة  وصل مت ل 'أ ن  ت م ب ست طة  أ  رق  ط ب علامات  ت  ق  ، مع ألسماج ق  ارة  ألت مهت دت ة  رة  ب عد ألعن  اش  و ألحدت ث  من  ي  ب ص ألا ت ة  أ  ت  ن  ت ا  ث  أ   . ت ح 
3  . ي  ألا شلوت  هة  ق  اب  روحات  حت ي لو كاب ث  مس  و ش  ة  أ  عادة  صت اع  و أ  لة  أ  مت  و أ  ي  ب صوص أ  اهل أ  ح   . ت 
ي  ألن ص.  4 ها كما هي  ق  رح  و ت عدل ألن صوص؛ أشت ح  كمل أ  و ت   . لا ت صحح أ 
و }{.  5 و ][ أ  ها مت ل )( أ  وت ات  وأس أ و محت  ق  ي  أ  من  أ  ت ص   . لا ت 

   : رأج  ألمطلوت  ن ست ق  ألا ح   ت 
مة   -  اب  عد ق  ـ  JSONأ  لة  للت حوت ل ب  اب  مامًا )ق  ن  لة:  json.loadsصالحة  ت   ( ت حت وي  علي عن اصر، كل عن صر كاب 

   - 'text' :.ن ص المق طع 

   -  'type': ا ما  'Ayah ' ا و  'Hadith '   . 

 مثال صحيح:   - 
"{[text": "...", "type": "Ayah   ,}" 

  "{text": "...", "type": "Hadith   ]}" 

ذ ا ى  مق اطع، ا عذ: ][   - ن  لم ي خ   ا 
-   . مة  ان  ارج  الق  رج ا و ن ص ج  ف  ا ى  س   لا ي ص 
ى  الب ص   - مت ع الاي ات  و الاجاذي ت  ق  مول ج  ا كذ من  س   ي 
 {text}  :(LLM عن   )صادر ألن ص

    

  

 

System Prompt for A1 Subtask 

 

Figure 3: Few-shot prompt template for span extraction in Subtask 1A: Islamic content identification using trigger
words and citation patterns.
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Output Retrieved By 
Search Engines

 

merge 20 search results for each 
query (ayas only)

Prompt Engineering
- Expert Persona Setup
- Validation Rules (Quran 

strict/Hadith lenient)
- Few-shot Examples
- Binary Output Constraint

  f inal Output

Sequence_ ID    Label   
 1      Correct  
 2            Incorrect  
 3     Correct

quranic_versessix_hadith_books.

quran_search hadith_search

Search Engines

- TF-IDF Vectorization
- Character n-grams 
- Arabic Text Normalization
- Cosine Similarity Ranking

STAGE 1
 Candidate Retrieval & Preprocessing

STAGE 2
LLM-Powered Verification & Selection

Raw Input Datasets Knowledge Bases

Preprocessor

Intermediate output 
retrieval-postporcessing

GPT-4o 
LLM 

Validator

LLM Validator Output
sequence_ id:

seaech results:
1-  detection: (True/False)
2-detection: (True/False)

.........

for 
each 

sequence id
 detection 

True?

Label  = Correct Yes

Label  = Incorrect

No

top-k matches

Two-Stage System Architecture for Quran and Hadith Text Verif ication (Subtask 1b)

Figure 4: Overall system architecture for Islamic content Verification (Subtask 1B).

Algorithm 2 Verification with Hybrid Retrieval for Subtask 1B

Require: Extracted span s, Quranic database DBQ, Hadith database DBH , LLM, prompt templates
PQ, PH , retrieval threshold k

Ensure: Verification result: Verified or Not Verified
1: Content type t is provided from input file (Quranic or Hadith)
2: if t is Quranic then
3: Tokenize span s into words W = {w1, w2, . . . , wn}
4: R← retrieve top k verses from DBQ using word-level voting
5: Rmerged ← merge adjacent verses from same surah in R
6: P ← PQ ▷ Strict word-for-word matching
7: else
8: R← retrieve top k Hadith entries from DBH using char-level TF-IDF
9: Rmerged ← R ▷ No merging for Hadith

10: P ← PH ▷ Allow minor variations
11: end if
12: for all retrieved result r in Rmerged do
13: result← LLM(P , s, r) ▷ Few-shot binary classification
14: if result is Verified then
15: return Verified ▷ Early termination
16: end if
17: end for
18: return Not Verified
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You are a highly knowledgeable expert in Quranic and Hadith text verification. 

You will be given two texts: 

- “query_text”: This text may contain errors, partial phrases, or slight variations and is NOT guaranteed to be 

an exact excerpt from the Quran or Hadith. 

- “candidate_text”: This is a literal, exact excerpt taken from either the Quran or Hadith, free from errors. 

Your task: 

1. Ignore all Arabic diacritics (tashkeel) in both texts during comparison. 

2. For Quranic verses ("ayah_text"), require strict literal substring matching ignoring diacritics and spacing. 

3. For Hadith texts ("hadithTxt"), allow slight leniency in wording or conversational phrasing—small 

paraphrases or reordering are acceptable-but the core meaning and most of the key phrases should be clearly 

present. 

4. Respond ONLY with a single word: 

- "True" if the candidate text validly matches the query according to the above criteria. 

-  "False" otherwise. 

Examples: 

Quran Example 1:   

query_text: " للذكر    القرآن   يسرنا "   

candidate_text: " مدكر   من  فهل    للذكر    القرآن   يسرنا   ولقد "   

Answer: True   

Explanation: Literal substring present ignoring diacritics. 

 

Quran Example 2:   

query_text: " عضد  لهم   وكنا   كفروا   الذين   عنهم    ودافعنا  أيات   وآتيناهم   رسلا    قبلك   من   أرسلنا   لقد "   

candidate_text: " الأولين   شيع   في   قبلك   من  أرسلنا   ولقد  "   

Answer: False   

Explanation: No exact substring match. 

 

Hadith Example 1:   

query_text: "  ة ن  طي  ها ج  ة ب  ، ا و جط عن  ة  ها درج  عة اللة ب  لا رف  ؤف ها ا  ما ف  ؤكة  ف  من  من  ش     "ما ي صي ب  المؤ 

candidate_text: " ها لا ف ص اللة ب  ؤف ها ا  ما ف  ؤكة  ف  من  ش  مي ر ف ال رشؤل اللة صلى اللة علي ة وشلم لا ي صي ب  المؤ  ن  ب  د اللة ب  ن  عن  ا محمد ب  ن  جدي 
ي ة  ن  طي     ".من  ج 

Answer: True   

Explanation: Despite slight wording differences, core meaning and key phrases are clearly present with acceptable 

phrasing variations. 

 

Hadith Example 2:   

query_text: " مباشرة   الجنة    إلى   انتقل  المؤمن    مات  إذا  "   

candidate_text: "  رب رق  والمع  ي ن  المش  ي ر ما ب  ى  ي اج  من  ب ؤر ي ن  ع روجة ف  ا ف ن ص  ي ؤص  د  من  ا  ى  صلى اللة علي ة وشلم ف ال: المؤ  ن     ".عن  الن 

Answer: False   

Explanation: Candidate text does not contain the key content or meaning of the query. 

 

Now evaluate: 

query_text: {query}   

candidate_text: {text}   

Answer: 

System Prompt for B1 SubTask 

 

Figure 5: Few-shot prompt template for binary classification in Subtask 1B: Quranic and Hadith content verification
against authoritative sources.
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Gemma-4B-IT (with diacritics) Gemma-4B-IT (no diacritics)
Predicted Predicted

Actual Correct Incorrect Actual Correct Incorrect

Correct 144 (58.3%) 3 (1.2%) Correct 145 (58.9%) 2 (0.8%)
Incorrect 77 (31.2%) 23 (9.3%) Incorrect 81 (32.9%) 19 (7.7%)

Gemma-12B-IT (with diacritics) Gemma-12B-IT (no diacritics)
Predicted Predicted

Actual Correct Incorrect Actual Correct Incorrect

Correct 145 (58.8%) 2 (0.8%) Correct 145 (58.7%) 2 (0.8%)
Incorrect 63 (25.5%) 37 (15.0%) Incorrect 70 (28.3%) 30 (12.1%)

GPT-4o (with diacritics) GPT-4o (no diacritics)
Predicted Predicted

Actual Correct Incorrect Actual Correct Incorrect

Correct 145 (58.7%) 2 (0.81%) Correct 145 (58.7%) 2 (0.81%)
Incorrect 22 (8.9%) 78 (31.57%) Incorrect 31 (12.5%) 69 (27.93%)

Table 6: Confusion Matrices for Gemma and GPT Models (Overall Performance)

Gemma-4B-IT (with diacritics) Gemma-4B-IT (no diacritics)
Predicted Predicted

Actual Correct Incorrect Actual Correct Incorrect

Correct 108 (60.0%) 2 (1.1%) Correct 109 (60.6%) 1 (0.6%)
Incorrect 57 (31.7%) 13 (7.2%) Incorrect 62 (34.4%) 8 (4.4%)

Gemma-12B-IT (with diacritics) Gemma-12B-IT (no diacritics)
Predicted Predicted

Actual Correct Incorrect Actual Correct Incorrect

Correct 109 (60.6%) 1 (0.6%) Correct 109 (60.6%) 1 (0.6%)
Incorrect 49 (27.2%) 21 (11.7%) Incorrect 52 (28.9%) 18 (10.0%)

GPT-4o (with diacritics) GPT-4o (no diacritics)
Predicted Predicted

Actual Correct Incorrect Actual Correct Incorrect

Correct 109 (60.6%) 1 (0.6%) Correct 109 (60.5%) 1 (0.6%)
Incorrect 19 (10.6%) 51 (28.33%) Incorrect 28 (15%) 42 (23.33%)

Table 7: Confusion Matrices for Gemma and GPT Models (Quranic Content)
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Gemma-4B-IT (with diacritics) Gemma-4B-IT (no diacritics)
Predicted Predicted

Actual Correct Incorrect Actual Correct Incorrect

Correct 36 (53.7%) 1 (1.5%) Correct 36 (53.7%) 1 (1.5%)
Incorrect 20 (29.9%) 10 (14.9%) Incorrect 19 (28.4%) 11 (16.4%)

Gemma-12B-IT (with diacritics) Gemma-12B-IT (no diacritics)
Predicted Predicted

Actual Correct Incorrect Actual Correct Incorrect

Correct 36 (53.7%) 1 (1.5%) Correct 36 (53.7%) 1 (1.5%)
Incorrect 14 (20.9%) 16 (23.9%) Incorrect 18 (26.9%) 12 (17.9%)

GPT-4o (with diacritics) GPT-4o (no diacritics)
Predicted Predicted

Actual Correct Incorrect Actual Correct Incorrect

Correct 36 (53.7%) 1 (1.5%) Correct 36 (53.7%) 1 (1.5%)
Incorrect 3 (4.5%) 27 (40.3%) Incorrect 3 (4.5%) 27 (40.3%)

Table 8: Confusion Matrices for Gemma and GPT Models (Hadith Content)

Category Accuracy Precision Recall F1 Score

GPT-4o (no diacritics)
Overall 86.6% 82.4% 98.6% 89.8%
Quran 83.9% 79.6% 99.1% 88.3%
Hadith 94.0% 92.3% 97.3% 94.7%

GPT-4o (with diacritics)
Overall 90.3% 86.8% 98.6% 92.4%
Quran 88.9% 85.2% 99.1% 91.6%
Hadith 94.0% 92.3% 97.3% 94.7%

Table 9: GPT-4o Performance Metrics for Subtask 1B
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