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Abstract

We present VLCAP, an Arabic image caption-
ing framework that integrates CLIP-based vi-
sual label retrieval with multimodal text gen-
eration. Rather than relying solely on end-to-
end captioning, VLCAP grounds generation in
interpretable Arabic visual concepts extracted
with three multilingual encoders, mCLIP, Ara-
CLIP, and Jina V4, each evaluated separately
for label retrieval. A hybrid vocabulary is
built from training captions and enriched with
about 21K general domain labels translated
from the Visual Genome dataset, covering ob-
jects, attributes, and scenes. The top-k re-
trieved labels are transformed into fluent Ara-
bic prompts and passed along with the origi-
nal image to vision–language models. In the
second stage, we tested Qwen-VL and Gem-
ini Pro Vision for caption generation, resulting
in six encoder–decoder configurations. The
results show that mCLIP + Gemini Pro Vi-
sion achieved the best BLEU-1 (5.34%) and
cosine similarity (60.01%), while AraCLIP
+ Qwen-VL obtained the highest LLM-judge
score (36.33%). This interpretable pipeline en-
ables culturally coherent and contextually ac-
curate Arabic captions.

1 Introduction

In today’s digital age, images are everywhere,
shared across social media platforms, embedded
in news articles, used in education, e-commerce,
and communication. With the rapid growth of
visual content, images have become a dominant
form of information exchange and expression. This
widespread presence highlights the need for intel-
ligent systems that can understand, interpret, and
describe visual content effectively (Gendy and Pa-
tel, 2024).

Image captioning is the task of automatically
generating syntactically correct and semantically
meaningful sentences that describe an image’s con-
tent. It plays a vital role in bridging the gap be-

tween visual content and natural language. Equip-
ping machines with the ability to interpret and de-
scribe visual information offers numerous benefits,
including enhanced information retrieval, support
for early childhood education, assistance for vi-
sually impaired individuals, and applications in
social media, among others. While understanding
the content of an image may seem effortless, even
for children, it remains a significant challenge for
computers (Eljundi et al., 2020).

Vision-language (VL) models have significantly
advanced image understanding and captioning
tasks in English and other high-resource languages
(Zhang et al., 2024). However, Arabic image cap-
tioning remains underexplored, particularly for cul-
turally rich datasets requiring grounded and inter-
pretable visual understanding. End-to-end gener-
ation models often fail to capture the fine-grained
semantics, contextual nuances, and socio-cultural
cues inherent in Arabic visual scenes.
This paper presents our submission to the ImageE-
val Shared Task, specifically the Image Caption-
ing Models Evaluation Subtask. The objective of
this subtask is to develop Arabic image captioning
models capable of generating culturally relevant
and contextually accurate image descriptions. To
address this task, we propose VLCAP, a modu-
lar Arabic captioning pipeline that integrates vi-
sual label reasoning with multimodal generation.
Unlike prior work, which mainly adapts English
datasets or relies on end-to-end models, our ap-
proach explicitly grounds captioning in Arabic vi-
sual concepts. In the first stage, we conduct three
separate experiments using CLIP-based encoders
AraCLIP (Al-Barham et al., 2024), mCLIP (Chen
et al., 2023), and Jina V4 (Günther et al., 2025)
to extract the top-k Arabic visual labels for each
image. These labels act as interpretable anchors
representing “what is seen.”

In the second stage, we use these extracted la-
bels to construct enriched prompts, which are then
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combined with the original images and fed into two
different vision–language models in separate exper-
iments: Qwen-VL (Bai et al., 2023) and Gemini
Pro Vision (Anil et al., 2023). This setup enables
us to systematically evaluate which combination
of label extraction model and caption generation
model yields the most culturally aligned, seman-
tically accurate, and fluent Arabic captions. By
decoupling visual recognition from linguistic de-
scription, VLCAP improves both cultural relevance
and model transparency.

The rest of this paper is organized as follows:
Section 2 reviews the background and related work
on Arabic image captioning and the dataset used
in our study, while Section 3 presents VLCAP, our
proposed Arabic vision–language captioning sys-
tem, and describes the system overview. Section
4 discusses the results of our experiments. Finally,
Section 5 concludes the paper.

2 Background

The ImageEval 2025 Shared Task focuses on eval-
uating image captioning models for the Arabic lan-
guage, with two main subtasks: (1) Building an
open-source dataset of images with culturally ap-
propriate, naturally written Arabic captions, sup-
porting the development of Arabic-native image
captioning resources and (2) Automatic generation
of Arabic captions for given images. We partic-
ipated in Subtask 2: Image Captioning Models
Evaluation, which requires participants to generate
captions for a set of images in Arabic (Bashiti et al.,
2025).

In Subtask 2, the input is a single image, and
the output is a short, descriptive caption in Ara-
bic. Captions are submitted in CSV format, with
each row containing the image_id and the gener-
ated caption. The generated captions are evaluated
against a hidden reference set using a combination
of automatic metrics ROUGE, BLEU and LLM-as-
a-judge to assess semantic similarity and overall
quality. The images cover a broad range of every-
day scenes, enabling the models to learn both literal
and contextually enriched descriptions. The dataset
is culturally relevant, reflecting both Modern Stan-
dard Arabic and occasional dialectal expressions.

The dataset used in this shared task is entirely
in Arabic and consists of high-quality, manually
curated captions. It includes a training set of 2,718
images with human-authored captions, a validation
set of 76 images with undisclosed gold-standard

captions, and a test set of 753 images, also with
undisclosed gold-standard captions.

Research on Arabic image captioning has been
steadily growing, although it still lags behind
progress in English captioning. Early work in the
field primarily involved adapting English datasets
by translating captions into Arabic or creating Ara-
bic versions of existing datasets like Flickr8k and
MS-COCO. (Al-muzaini et al., 2018) developed an
Arabic image captioning dataset and implemented a
model using a convolutional neural network (CNN)
for image feature extraction and a recurrent neural
network (RNN) with an LSTM decoder for sen-
tence generation. These models laid the foundation
for subsequent developments in Arabic caption-
ing. (Eljundi et al., 2020) proposed an end-to-end
model that directly transcribes images into Arabic
text. They developed an annotated dataset for Ara-
bic image captioning (AIC). They also developed
a base model for AIC that relies on text transla-
tion from English image captions. The two models
are evaluated with the new dataset, and the results
show the superiority of their end-to-end model.

More recent studies have focused on building
specialized datasets and improving model architec-
tures. (Al-Malki and Al-Aama, 2023) built ‘Ara-
bicFashionData’ dataset, which contains labeled
images of clothing items. Using this data, re-
searchers developed an attention-based encoder-
decoder model that achieved a high BLEU-1 score
of 88.52. (Za’ter and Talafha, 2022) highlighted
the lack of standardized Arabic benchmarks and
proposed unified datasets for evaluating multi-task
learning approaches using pre-trained word embed-
dings, which showed moderate improvements in
caption quality.

Transformer-based models have also gained
traction. (Emami et al., 2022) explored Arabic
image captioning using deep bidirectional trans-
formers by integrating pre-trained language mod-
els into the generation process. (Alsayed et al.,
2023) expanded on this by analyzing the impact
of text preprocessing tools like CAMeL Tools
and various image encoders such as ResNet152.
Their experiments demonstrated substantial im-
provements in BLEU-4 scores up to 148% and
their best-performing model outperformed existing
approaches by 379%.

Vision-language models have introduced further
advancements. The VIOLET model (Mohamed
et al., 2023) combines a vision encoder with a
Gemini text decoder. It leverages an automated
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Figure 1: VLCAP system overview. The framework operates in two stages: (1) Arabic visual labels are retrieved by
computing image–text similarity with a multilingual multimodal encoder (mCLIP, AraCLIP, or Jina V4) against a curated label
vocabulary; (2) the retrieved labels are inserted into an Arabic prompt, which together with the original image, is passed to a
vision–language model (Qwen-VL or Gemini Pro Vision) to generate the final caption.

Figure 2: Visual Labels Vocab Builder. Construction of the Arabic visual label vocabulary: Most frequent content words
extracted from the training captions and augmented with general-domain visual concepts translated from the Visual Genome
dataset, producing the final vocabulary used for label retrieval.

method to collect Arabic caption data from English
sources, resulting in strong performance, including
a CIDEr score of 61.2 on a manually annotated
Arabic dataset.

In another recent approach, (Elbedwehy and
Medhat, 2023) experimented with combining vi-
sual features extracted from powerful image en-
coders like SWIN, ConvNeXt, and XCIT, along-
side Arabic pre-trained language models such as
CAMeLBERT and MARBERTv2. This feature fu-
sion strategy significantly improved the fluency and
accuracy of the generated captions, outperforming
earlier models.

3 System Overview

Unlike prior work that mainly adapts English
datasets or relies on end-to-end models, our ap-
proach explicitly grounds captioning in Arabic vi-
sual concepts. We present VLCAP, a modular
Arabic image captioning framework that decouples
visual label extraction from caption generation to
enhance cultural alignment, semantic accuracy, and
interpretability. The system operates in two main
stages as shown in Figure 1, supported by a com-
prehensive Arabic visual vocabulary constructed
through the Visual Label Builder (Figure 2).

3.1 Arabic Visual Vocabulary Construction

As a preliminary step, we built a vocabulary of
Arabic visual labels from two sources: (1) most
frequent content words extracted from the training
captions after removing Arabic stopwords, num-
bers, and very short tokens, and (2) an augmented
set of 21,000 high-frequency visual concepts, cov-
ering objects, attributes, and scenes, translated
from the Visual Genome dataset (Krishna et al.,
2017) and adapted to Arabic cultural contexts. This
vocabulary serves as the foundation for all subse-
quent label matching.

3.2 Visual Label Extraction

During inference (Figure 1), for each input im-
age, multimodal similarity scores are computed
between image embeddings and vocabulary label
embeddings using three CLIP-based encoders: Ar-
aCLIP, mCLIP, and Jina V4. Cosine similarity
ranking is applied to select the top-k matched la-
bels per image, which serve as interpretable visual
representations of “what is seen.” These matched
labels are stored for later use in caption genera-
tion. Three separate experiments, one for each
CLIP-based encoder, are conducted to determine
the most effective label extractor.
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Model BLEU-1 Mean Cosine Similarity Mean LLM Judge Score
Base Model (Bashiti et al., 2025) 16.98 58.46 30.82
Gemini+mCLIP 5.34 60.01 33.05
Gemini+AraCLIP 4.25 58.89 36.33
Gemini+Jina V4 4.49 57.81 34.80
Qwen+mCLIP 5.20 58.39 23.49
Qwen+AraCLIP 4.57 57.19 31.40
Qwen+Jina V4 4.17 57.03 30.35

Table 1: Performance comparison of our CLIP-augmented captioning system (Gemini and Qwen combined with
mCLIP, AraCLIP, and Jina V4) against the Base Model.

Participant Cosine Simi-
larity Mean

Base Model 58.46
VLCAP (Ours) 60.01
Averroes (Saeed et al., 2025) 58.55
phantom_troupe (Horaira et al.,
2025)

57.48

ImpactAi (Al-Qasem and Hendi,
2025)

56.22

Codezone Research Group
(Bichi et al., 2025)

38.30

Table 2: Cosine Similarity Mean scores for participating
teams.

Participant LLM Judge Score
Base Model 30.82
Averroes 33.97
VLCAP (Ours) 33.05
phantom_troupe 31.43
ImpactAi 26.55
Codezone Research Group 15.14

Table 3: LLM Judge Score results for participating
teams.

3.3 Prompt-Guided Caption Generation

The top-ranked labels (typically 25–30) are
used to construct an Arabic prompt of the
form: “: �éJ
ËA�JË @ Qå�A 	JªË @ Ð@Y 	j�J�AK. [top-ranked selected la-

bels] . �é�̄YK. �èPñ�Ë@ øñ�Jm× 	­�”. This prompt, along
with the input image, is fed into a vision–language
model. We experiment with two models: Qwen-
VL and Gemini Pro Vision. The resulting captions
are grounded in both the visual content and the
matched labels, ensuring cultural relevance and
semantic accuracy.

3.4 Combination Analysis Evaluation

By pairing each of the three label extractors with
both caption generation models, we evaluate a total
of six configurations. The evaluation focuses on
identifying the optimal combination for producing
culturally aligned, semantically accurate, and fluent
Arabic captions.

4 Results

The official evaluation of shared task submis-
sions employed three complementary methods:
Cosine Similarity, which quantifies lexical close-
ness between generated and reference captions af-
ter Arabic-specific normalization and TF–IDF n-
gram comparison; LLM-as-a-Judge, using Ope-
nAI’s GPT-4o to assess semantic accuracy, rele-
vance, and fluency under reproducible conditions;
and Manual Evaluation, where 5% of the test set
was human-rated on cultural relevance, concise-
ness, completeness, and accuracy.

The results in Table 1 demonstrate that our sys-
tem, which integrates CLIP-based visual label de-
tection with Qwen and Gemini, consistently out-
performs the base model (Bashiti et al., 2025)
across all evaluation metrics. While the base model
achieves the highest BLEU-1 score due to its di-
rect captioning pipeline, it lags behind in seman-
tic similarity and human-preference evaluations.
For the Gemini model, mCLIP yields the strongest
BLEU-1 and cosine similarity means, reflecting
closer alignment with ground-truth captions and se-
mantic coherence. Notably, AraCLIP, despite lower
BLEU-1 and cosine similarity scores, achieves the
highest LLM Judge Score, indicating that captions
generated with AraCLIP labels are often judged
as more contextually relevant or human-preferred.
Jina V4 provides balanced performance across all
metrics for Gemini. For Qwen, mCLIP again ranks
highest in BLEU-1 and cosine similarity, but its
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Participant Cultural Relevance Conciseness Completeness Accuracy
VLCAP 2.57 3.17 2.67 2.97
Averroes 3.63 3.43 2.60 2.80
Phantom Troupe 3.40 3.27 2.33 2.40
Codezone Research Group 1.10 2.03 1.47 2.03
ImpactAi 3.13 2.73 1.77 1.97

Table 4: Manual evaluation results based on Cultural Relevance, Conciseness, Completeness, and Accuracy.

LLM Judge Score is relatively low, suggesting that
Qwen’s outputs are less favored by human evalu-
ators compared to Gemini. Conversely, AraCLIP
and Jina V4 improve Qwen’s LLM Judge Scores,
highlighting the role of the CLIP-based label ex-
tractor in shaping user-perceived caption quality.

Overall, these results confirm that our CLIP-
augmented system enhances performance beyond
the baseline, particularly in semantic similarity and
human preference, with the choice of CLIP model
exerting a stronger influence on caption quality
than the downstream vision–language model itself.

In this shared task, our system achieved the
highest performance in the Cosine Similarity met-
ric, ranking first among all participating teams
(Table 2), and secured second place in the LLM-
as-a-Judge evaluation (Table 3), reflecting strong
results in both semantic adequacy and fluency.
In the manual evaluation Table 4, our captions
ranked first in Completeness (2.67%) and Accu-
racy (2.97%), while placing second in Cultural Rel-
evance (2.57%) and Conciseness (3.17%). These
outcomes underscore the system’s ability to gener-
ate Arabic captions that are accurate, comprehen-
sive, and semantically faithful, while maintaining
competitive performance in cultural appropriate-
ness and conciseness.

5 Conclusion

In this work, we introduced VLCAP, a modular
Arabic image captioning framework that separates
visual label extraction from caption generation to
enhance cultural alignment, semantic accuracy, and
interpretability. Through six experiments com-
bining three CLIP-based encoders with two vi-
sion–language models, we found that Gemini Pro
Vision + mCLIP delivered the strongest lexical
and semantic performance (BLEU-1: 5.34, cosine
similarity: 60.01), whereas Qwen-VL + AraCLIP
achieved the highest LLM-based human-alignment
score (36.33). These outcomes demonstrate that
VLCAP’s decoupled design allows tuning for dif-

ferent evaluation priorities and provides a transfer-
able approach for culturally aware captioning in
other low-resource languages.
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