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Abstract

Readability assessment is essential for effec-
tive communication of scientific and medical
content in Arabic. We present a system for
the BAREC 2025 Shared Task Arabic Read-
ability Assessment. The system fine-tunes
AraBERTv2 with a CORAL ordinal head, ap-
plies AraBERT-specific preprocessing, and se-
lects checkpoints using Quadratic-Weighted
Kappa (QWK) with early stopping. Our model
achieves a QWK of 85.5 on the Sentence Blind
Test, demonstrating its effectiveness for auto-
matic Arabic readability prediction.

1 Introduction

Automatic readability assessment supports educa-
tion, accessibility, and editorial workflows by esti-
mating how difficult a text is for a target audience
(Hazim et al., 2022; Liberato et al., 2024). For
Arabic, this task is especially challenging: the lan-
guage is morphologically rich and it exhibits diglos-
sia between Modern Standard Arabic and regional
dialects, which complicates lexical and morpho-
syntactic cues used by models (Asadi and Abu-
Rabia, 2019; Ferguson, 1959; Saiegh-Haddad and
Ghawi-Dakwar, 2017; Taha and Saiegh-Haddad,
2016). The BAREC 2025 shared task addresses
these challenges with a large, fine-grained sentence-
level benchmark annotated into 19 ordered levels,
accompanied by clear guidelines and an evalua-
tion based on quadratic-weighted kappa (QWK)
(Al Khalil et al., 2020; Elmadani et al., 2025a,b;
Habash et al., 2025). We participate in the
Sentence-level (Strict) track. We present a com-
pact, reproducible system: AraBERTv2 (Antoun
et al., 2020) with a rank-consistent ordinal regres-
sion (CORAL) head (Aicher et al., 2022; Cao et al.,
2020). Training uses early stopping with QWK-
based model selection; inference applies a single
development-tuned threshold to convert cumulative
probabilities into one of the 19 levels (no temper-

ature scaling). This simple architecture achieves
strong performance on the Blind Test.

2 Background

Early work estimated readability using surface
proxies such as sentence/word length and syllabifi-
cation, yielding indices like Flesch Reading Ease
and Dale–Chall (Dale and Chall, 1948; Flesch,
1948). Contemporary approaches treat readabil-
ity as supervised prediction over lexical, syntac-
tic, and distributional features, increasingly with
pretrained language models. Fine-grained readabil-
ity labels are ordered; modeling them as nominal
classes discards rank information. Ordinal regres-
sion methods—especially CORAL, which learns
K−1 binary thresholds for events y > k—enforce
label order and are often preferable to softmax for
such targets. As resources, the BAREC benchmark
provides a large sentence-level corpus with 19 read-
ability levels, detailed annotation guidelines, and
official splits (Open Dev, Open Test, Blind Test)
tailored for shared-task evaluation (Elmadani et al.,
2025a,b; Habash et al., 2025). Related Arabic re-
sources such as SAMER target text simplification
rather than graded readability but reflect a broader
interest in accessibility for Arabic texts (Alhafni
et al., 2024; Al Khalil et al., 2020). Given these
factors—Arabic’s linguistic properties, the ordinal
nature of labels, and QWK as the official metric—
pretrained Arabic encoders such as AraBERT offer
a natural foundation for readability systems; we
therefore build on AraBERTv2 and an ordinal head
in the methods that follow (Antoun et al., 2020).

3 System Overview

3.1 Encoder and Preprocessing
We Fine-tune aubmindlab/bert-base-arabertv2. We
start by normalizing/segmented sentences with the
AraBERTPreprocessor and tokenized with fixed
max length = 128 (no dynamic padding).
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3.2 Ordinal Head (CORAL)

Let K = 19 and labels y ∈ {0, . . . ,K − 1} (with
labels shifted by −1 during training). The ordinal
head outputs logits zk for k = 1, . . . ,K − 1; after
applying the sigmoid function, σ(zk) ≈ P (y >
k). The training targets are defined as cumulative
indicators

tk =

{
1, y > k

0, otherwise

The loss function is the binary cross-entropy
with logits, summed over all thresholds:

L =
K−1∑

k=1

BCEWithLogits(zk, tk),

thereby enforcing consistent ordering of the pre-
dicted categories (Cao et al., 2020).

3.3 Training and Selection

Optimization uses AdamW, a linear schedule
with warmup, gradient clipping, label smoothing
= 0.0 (smoothing hurt this fine-grained ordinal
task), and early stopping (patience = 2). We
set metric_for_best_model = eval_qwk and
greater_is_better = True so the saved model
maximizes QWK.

3.4 Inference (Single Threshold Only)

We convert the (K − 1) probabilities to a level
by counting how many exceed a single threshold
t, tuned on the dev set to maximize QWK. No
temperature scaling or additional calibration is used
in the final system.

4 Experimental Setup

We use the organizers’ Open Train, Open Dev,
Open Test, and Blind Test (sentence track). Splits
are unchanged. Key hyperparameters: Encoder:
AraBERTv2; max length = 128. Optimizer:
AdamW (lr = 2 × 10−5), weight decay = 0.01;
linear decay; warmup = 6; max-grad-norm = 1.0.
Batching: train batch size = 16, eval batch size
= 32; gradient accumulation = 2. Regularization:
label smoothing = 0.0; early stopping patience
= 2. Precision: FP16 on T4 (BF16 if available).
Selection: best checkpoint by eval_qwk; thresh-
old t tuned on dev. Implementation: Transformers
4.54.0; Datasets ≥ 2.18.

Data QWK Acc. (%) Acc. ±1 (%) Dist. Acc. 7 Acc. 5 Acc. 3
Open Dev. 66.6 41.5 55.8 1.6 51.9 57.4 64.9
Open Test 72.9 46.6 61.2 1.4 55.8 61.0 69.3
Blind Test 85.5 35.6 74.2 1.0 64.4 69.3 75.8

Table 1: Model performance across datasets. QWK =
quadratic weighted kappa.

5 Results

On the Open Dev set, the model reached a QWK
of 66.6; performance improved on the Open Test
set (72.9) and peaked on the Blind Test set (85.5).
Accuracy was moderate overall (35–47%), but ac-
curacy within one level was substantially higher
(56–74%), indicating the model captures ordinal
trends even if exact prediction is difficult. The dis-
tribution score decreased from 1.6 on Dev to 1.0
on Blind, suggesting better calibration on held-out
data. As expected, replacing CORAL with a nom-
inal softmax head reduced QWK, confirming the
benefit of enforcing label order. Label smoothing
and temperature scaling both impaired dev QWK,
so the final system uses neither. No explicit error
analysis was conducted. Results are summarized
in Table 1.

6 Conclusion

We presented a compact system for fine-grained
Arabic readability in the BAREC 2025 shared task.
The method combines AraBERTv2 with a CORAL
ordinal head, trains with QWK-based model selec-
tion and early stopping and predicts with a single
development-tuned threshold. Without external
data or complex ensembling, the system achieves
QWK = 85.5 on the Sentence Blind Test. The re-
sults support two takeaways: (i) respecting label
order via an ordinal head is effective for 19-level
readability; and (ii) aligning selection and post-
processing with the official metric (QWK) is a sim-
ple, high-leverage choice.

Limitations

We rely solely on the shared task splits, no ex-
ternal corpora or augmentation. Domain transfer
beyond BAREC is untested. A single encoder is
used; larger backbones or multilingual pretrain-
ing were not explored due to time/compute. No
document-level context or explicit linguistic fea-
tures (e.g., morphological complexity, type–token
ratio) are used. We focus on core choices (ordinal
vs. nominal, smoothing, temperature). Future work
includes error analysis, and exploring alternative or-
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dinal objectives (e.g., CORN) and document-level
context.

Ethics Statement

The author declares an affiliation with an institution
that contributed to the preparation of the shared
task. None of the organizers contributed to the
conception, development, or evaluation of our sys-
tems. All information and resources used were
based exclusively on resources publicly released
to all participants, without any form of privileged
access or guidance.
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