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Abstract

We address Arabic medical question an-
swering (QA) in the AraHealthQA shared
task, which evaluates systems on two in-
put formats: (i) fill-in-the-blank termi-
nology items (gaps) and (ii) open-ended
patient—doctor dialogues (gabs). We
propose MEDGAPGAB, a modular large
language model (LLM) framework that
assigns each question type to a spe-
cialized model—GEMINI 2.5 FLASH for
terminology-focused gaps and DEEPSEEK
V3 for reasoning-intensive gabs. In ad-
dition, we use TF-IDF-driven few-shot
prompting to retrieve relevant examples
from the development set and embed them
into the prompts for better contextual-
ization. MEDGAPGAB achieves 87.26%
BERTScore, ranking 1% on the official
leaderboard. These results demonstrate
that combining TF-IDF-guided example
retrieval with type-aware model routing
yields strong performance in Arabic med-
ical QA and can inform future work on
resource-scarce medical domains.

1 Introduction

The AraHealthQA shared task (Alhuzali et al.,
2025b) targets Arabic medical question an-
swering in two formats: (i) fill-in-the-blank ter-
minology items (gaps) and (ii) patient—doctor
dialogue comprehension (gabs). Effective so-
lutions can enhance public health literacy and
medical education for Arabic speakers (Al-
tuwaijri, 2011; Boscardin et al., 2024), ad-
dressing the shortage of high-quality Arabic
health resources and the growing demand for
Al-assisted training.

Although large language models (LLMs)
have advanced, Arabic medical QA still faces
challenges such as complex morphology, di-
alectal diversity, and limited domain-specific

*€) Source Code

datasets (Darwish et al., 2021). Benchmarks
like MedArabiQ (Abu Daoud et al., 2025a)
indicate that state-of-the-art LLMs often un-
derperform in specialized, non-English sce-
In medical QA, GPT-4 has demon-
strated higher accuracy in English than in Ara-
bic, reflecting a common English bias in gen-
erative Al. However, emerging models such
as Qwen and DeepSeek have achieved near-
parity across languages and, in certain domain-
specific evaluations, even outperformed GPT-
4 (Sallam et al., 2025). This underscores the
need for task-tailored approaches, as unified
models may still struggle with the distinct de-
mands of gaps and gabs.

We introduce MEDGAPGAB,
LLM framework that routes each question
type to a specialized model—GEMINI 2.5
FrasH for terminology-focused gaps and
DEEPSEEK V3 for reasoning-intensive gabs—
combined with tailored prompting and TF-
IDF-based retrieval of relevant few-shot exam-
ples from the development set.

narios.

a modular

Our contributions are:

1. Modular LLM specialization: assigns
models to question types based on their
respective strengths.

2. Task-specific prompting with exam-
ple retrieval: uses concise prompts for
gaps and reasoning-guided prompts for
gabs, paired with TF-IDF-based selection
of similar development set examples.

3. State-of-the-art performance: Our
MEDGAPGAB achieves 87.26% BERT-
Score on AraHealthQA Track2, Subtask?2,
securing 15* place on the official leader-
board.
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Figure 1: Methodology overview of MEDGAPGAB: question classification, TF-IDF-based few-shot learn-
ing, and specialized model routing for Arabic medical QA.

2 Background

2.1 Task Setup and Dataset Details

The AraHealthQA 2025 shared task evaluates
Arabic medical question answering across two
tracks: one on mental health (Track 1) and
one on general medical domains (Track 2) (Al-
huzali et al., 2025a; Abu Daoud et al., 2025b).
Our participation was in Track 2, specifically
Sub-task 2: Open-Ended QA (Generative).

In Sub-task 2, inputs are either fill-in-the-
blank questions without provided options or
patient queries, and the system must gener-
ate a free-text answer in Arabic. For ex-
ample, a fill-in-the-blank question ‘<= 2

.(w;.-\ S el é,'a.:” (“_ pumps blood in
the body.”) expects the answer _Jdl (“the
heart”). Likewise, a patient’s question such
as “Cemall 05 01 K8 B3l (et gl oo el
(“I have a persistent headache; what could be
the cause?”) requires an explanatory, context-
aware answer. Quality is evaluated against
references using BLEU, ROUGE, and BERT-
Score (Abu Daoud et al., 2025a; ?; Alhuzali
et al., 2025a; Abu Daoud et al., 2025b).

Dataset. The MedArabiQ dataset for Track 2
provides a development set of 700 QA in-
stances and a held-out test set of 200 instances,
with 100 assigned to Sub-task 2. Questions are
entirely in Arabic and span diverse specialties
(internal medicine, cardiology, pediatrics, neu-
rology, surgery, obstetrics/gynecology). Data
sources include (1) Arabic medical school ex-
ams/notes for fill-in items and (2) the AraMed
patient—doctor forum for real-world Q& A. The
language covers MSA and some dialectal Ara-
bic; a grammatical correction pipeline yields a
cleaned parallel version. Personal identifiers
were removed; some entries include patient
metadata (age, gender) to simulate personal-

3

ized consultations.

2.2 Related Work

Early medical QA benchmarks focused on En-
glish or a few other languages (e.g., MedQA,
USMLE/MMLU, MedMCQA) (Jin et al.,
2021; Hendrycks et al., 2021; Pal et al., 2022).
LLMs like GPT-4 and Med-PaLM 2 show
strong English MCQ performance (Singhal
et al., 2023). For Arabic, resources remain
limited: MMLU was translated into Arabic
as a proxy (OpenAl et al., 2023); AraSTEM
added Arabic MCQs with a small medical
subset (Mustapha et al., 2024); AraMed col-
lected telemedicine Q&A (Alasmari et al.,
2024). Track 1 uses MentalQA for Arabic
mental-health dialogue (Alhuzali et al., 2024).
Our work focuses solely on generative Ara-
bic medical QA (Track 2, Sub-task 2), which
mixes precise terminology recall with context-
aware counseling—an area where state-of-the-
art models still struggle, motivating modular
approaches like ours.

3 System Overview

Figure 1 presents the modular, model-agnostic
pipeline developed for Subtask 2 of the
AraHealthQA shared task. The task requires
generating accurate Arabic medical answers
for two distinct input formats: Gap (fill-in-
the-blank scientific items) and Gab (free-text
patient—doctor queries). Although evaluated
under the same track, these formats differ sub-
stantially in linguistic complexity and reason-
ing requirements, motivating a type-sensitive
processing strategy.

3.1 Task Scope and Input Types

Let ¢ denote an input question and T'(q) €
{Gap, Gab} its type. Gap questions are con-
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cise prompts with a missing medical term,
requiring precise terminology for completion.
Gab questions are open-ended patient queries
that demand explanatory, context-aware, and
safety-oriented answers. Recognizing this dis-
tinction early in the pipeline is critical for both
example selection and model routing.

3.2 Pipeline Architecture

The system consists of four sequential stages:

1. Question Classification: A lightweight
rule-based classifier determines T'(q) €
{Gap, Gab} based on the presence of
blank placeholders () for fill-in-
the-blank questions versus open-ended
patient—doctor dialogue patterns.

2. Few—Shot Retrieval & Prompting:
For each target question ¢, the system
loads development-set examples of the
same type T'(q), and uses TF-IDF simi-
larity to select the top 4 nearest examples.
The retrieved examples are inserted into
type-specific prompt templates—concise
single-term completion prompts for Gap,
reasoning- and safety-oriented prompts
for Gab—to steer generation (see Ap-
pendix A).

3. Model Selection & Inference: Based
on question type, the system routes to
specialized models: GEMINI 2.5 FLASH
for Gap questions (optimized for precise
terminology) or DEEPSEEK V3 for Gab
questions (optimized for reasoning and de-
tailed responses).

4. Answer Generation: The selected
model generates responses using the tar-
get question and retrieved few-shot ex-
amples as context, applying type-specific
prompting strategies.

3.3 Model Configurations

Four large language models were evaluated:

e Qwen 3: Multilingual LLM with strong
Arabic tokenization and competitive rea-
soning.

o Claude 4: Anthropic’s reasoning-focused
model with high context retention.

e DeepSeek V3: Chinese Mixture-of-
Experts model reported to excel in Arabic
medical QA. (Sallam et al., 2025).

e Gemini 2.5 Flash: Latency-optimized
model with robust multilingual coverage.

Two routing strategies were implemented:

1. Unified Mode: A single model handles
both Gap and Gab questions.

2. Specialized Mode: Different models
are assigned per type; e.g., GEMINI 2.5
FrasH for Gap and DEEPSEEK V3 for
Gab.

3.4 Addressing Task Challenges

Three design principles guided our system.
First, to address the scarcity of high-quality
Arabic medical resources, we prioritized mod-
els with strong Arabic fluency and domain
competence, supported by prior literature for
DEEPSEEK V3 (Cai et al., 2023). Second,
type-aware optimization ensured that each
question was paired with examples and con-
straints suited to its format. This combination
yields a reproducible, domain-adapted system
without reliance on resources beyond the pro-
vided training data.

4 Experiments

4.1 Dataset and Task Setting

All  experiments were conducted on
AraHealthQA Track 2, Subtask 2, which
evaluates Arabic medical question answering
across two input formats: (i) Fill-in-the-Blank
(Gap) — concise medical terminology com-
pletion; (ii) Patient-Doctor Q&A (Gab) —
explanatory, context-aware answers. The
official development set was used for model
selection and routing strategy evaluation.
The test set was reserved for final submission.

4.2 Experimental Setup

We evaluated the four large language models
(LLMs) described in Section 3. Closed-source
Models were accessed via official endpoints,
with inference run locally to ensure consistent
prompt formatting. Prompts for both Gap
and Gab are provided in Appendix A.
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4.3 Evaluation Metric

We report BERTScore (Zhang et al., 2020)
(F1 variant), computed with a multilingual
checkpoint to handle Arabic text. Scores
are presented as percentages. This metric
measures semantic similarity beyond exact
matches, which is essential for medical Q&A.

4.4 Single-Model Results

Table 1 shows development set performance
for each model. Gemini 2.5 Flash achieved
the highest score on Gap (88.73), while
DEEPSEEK V3 led on Gab (87.68). Claude
4 underperformed on Gab due to overly cau-
tious generation.

Table 1: BERTScore (%) on the development
set for each model. Gap: Fill-in-the-Blank (no
choices). Gab: Patient—Doctor Q&A.

Model Gap Gab
GEMINI 2.5 FLASH 88.73 83.42
QWEN 3 83.51 84.95
DEEPSEEK V3 86.13 87.68
CLAUDE 4 85.27 82.54

4.5 Modular Routing Strategy

As shown in Table 1 and summarized in Ta-
ble 2, no single LLLM tops both formats: GEM-
INI 2.5 FLASH is best on Gap (88.73%), while
DEEPSEEK V3 leads on Gab (87.68%). We
therefore route Gap queries to GEMINI 2.5
FrasH and Gab queries to DEEPSEEK V3.
The resulting average is Avg = SS'BQM =
88.21%, which exceeds all single-model base-
lines (Table 2).

Table 2: Best single-model vs. modular rout-
ing. Gap: Fill-in-the-Blank (no choices), Gab:
Patient—Doctor Q&A.

Configuration Gap Gab  Avg.
GEMINI 2.5 FLASH (single) 88.73 83.42  86.08
DEEPSEEK V3 (single) 86.13 87.68 86.91
Modular (Best) 88.73 87.68 88.21

5 Results

5.1 Official Blind Test Performance

We submitted three configurations to the offi-
cial AraHealthQA blind test set leaderboard.

All models used the development set exclu-
sively for in-context example retrieval. Table 3
reports the official BERTScore for each config-
uration.

Table 3: Official blind test results (%).

Configuration BERTScore
Modular (Gemini 4+ DeepSeek) 87.26
CLAUDE 4 + DEEPSEEK V3 86.40
DEEPSEEK V3 (single) 86.85

The modular Gemini+DeepSeek configura-
tion outperformed all alternatives, confirming
the development set findings in Section 4.5 and
validating the benefit of task-type—aware rout-
ing.

5.2 Ablation Analysis (Development
Set)

We evaluated several routing variants on the
development set to quantify design deci-
sions:

¢ Model routing: Replacing Gemini with
Claude for Gap queries reduced average
BERTScore by 0.86 points, indicating
Gemini’s stronger precision on terminol-
ogy completion.

e Unified vs. modular: The best single
model (DEEPSEEK V3) scored 86.91% on
the dev set, 1.30 points lower than the
Gemini+DeepSeek modular setup.

6 Conclusion

We presented MEDGAPGAB, a modular sys-
tem for Arabic medical question answering
in AraHealthQA. By combining targeted pre-
processing, type classification, example re-
trieval, and model routing, our approach lever-
ages GEMINI 2.5 FLASH for terminology and
DEEPSEEK V3 for dialogue. On the offi-
cial blind test set, it achieved a BERTScore
of 87.26%, ranking first and outperforming
single-model baselines. Our results confirm
the benefit of type-specific routing. Future
work will address open-weight Arabic medical
LLMs, terminology, and safety alignment.
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A  Prompt Library

This appendix lists the exact prompts used in our system.

P Fill-in-the-Blank Prompt

Tress B B PR VO] do ale W) (p chap gl UG a b o
e g Fp e 52 e (gb I M 1Ll
1S ladad)

b 15l 13141

oshe gllall C\JA\ Sl W2

BN 2lay 5 e Bla) (571 L3

L i 1Y 0 e 56 4
{ few shot examples } :aaddly dsudll SLl-YI e el
e By JUI ISl o Y
{ question } :Ji5u!

;,\462 Cﬂ:.,m J\LCL‘ FLAN & iy 225 Bla| st SI AR :Ji.j\
4y

& Patient—-Doctor Q&A Prompt

ey i 4y o M Slaizal e 3l Y i g Al L B s Cab il
ek Bl dl 2t o e Dledzal s i@l
1S laglad!
vl Lz VI T 31 L1
iy i b la] 05 22
Y 313k, 21, o5 3
ol b £l 06 4
vl B A Al Bl Y ) LS
A3 S5 ey b s ylatel Clan Lz 0K 13] 46
{ few shot examples } :34dlly 2ug) ALl SL-Y Je el
QU1 Lz o Y
{ question } :;luazuV!
oyging Ll b £l @B (2 Bidey B Bl Cllan b Lzl s ;e
Yl
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Q2 Fill-in-the-Blank (System)
ale 8y 1) Bl de) e Bl W1 G sy A I G paasas b
o]l dedzl) Oladad!
By () Gl 3oy 18b Ay 5l P30 .1
(o) Gl e B gl o3l Cllall LA s 2
B E 35y § e ] (5713
Bl o 1l ey Lo B B Y1 O o 56 4
W Slllaal) B3 pe el Ty AN AL B Y 715
G das b ool ) Bl 2 ol em ¥ 6
o llall 5Ll 1 2L F1LA e o e L 5 7
gl 331 e Bl Ol izl 8
WOlad) G sy 1ae 2l W1 OF 0 S5 L9
sl e ALY SIS o 110
b soly e Bl Yl L) LT
bl Bl e ol 3l o oo 85 012
;ngﬁ;n 4
(A sbaS e dp i g 8) Gl dll s
WJisd) 3 ibill S e 2l
s Il Tl DB G S

o) )l llaall B 0 ST -
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82 Patient—Doctor Q&A (System)

il Bl Bdall Zladl e B sty g A QI G pmasie (b o
1Ol Leuzl) Ol

By Al AaL) ey W86 Bl L) 151 L1

+ (3K 120--80) siey i b bl ol 22

Wl B> e e Y1 G T 2ay 121 o573

e A ey Benln b £l 06 4

el Cy}@@u&d\'&fﬂ\wbkl’y\ g,,.:;{\ .5

ey N5 53y b §ylatul (s Hluizu NI O 13] 46

oo ol oy all S Y 2E L7

vl 3yl el Y L e 5 48
gl GLadl 3 5uiey ol 3l Y of e S5 410
aledade 31y 5,8 G Al Y ) L1

oM o S or ol B Y 0T 0 ST 12
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