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Abstract

We present FAHMNI, a unified system for Ara-
bic mental-health question answering devel-
oped for the AraHealthQA 2025 MentalQA
Shared Task (Track 1). FAHMNI evaluates large
language models (LLMs) on all subtasks: (1)
multi-label classification of question types and
(2) answer strategies, and (3) grounded an-
swer generation. For Subtasks 1-2, we sys-
tematically compare Arabic-capable LLM fam-
ilies (Qwen3, SILMA) under zero-shot and
few-shot prompting, few-shot learning with
a frozen backbone, parameter-efficient fine-
tuning (PEFT), and instruction tuning. To sup-
port Subtask 3, we implement a multi-agent,
retrieval-augmented generation pipeline that
routes queries between curated domain sources
and controlled web search; an answer-style
controller predicts the required strategy (In-
formation, Direct Guidance, Emotional Sup-
port) and conditions the generator accord-
ingly. Our best LLM configurations reach
0.507/0.404 (weighted-F1/Jaccard) on Subtask
1 with Qwen3+PEFT and 0.750/0.600 on Sub-
task 2 with SILMA+PEFT, while a strong fine-
tuned MARBERT baseline remains competi-
tive at 0.541/0.494 (Subtask 1) and 0.805/0.727
(Subtask 2). For Subtask 3, our multi-agent
RAG system with SILMA attains an 0.652
BERTScore F1 and yields a 0.06 hallucination
rate under our manual audit. These findings
highlight both the viability and current limits
of Arabic-capable LLMs for mental-health QA,
and they motivate grounded, style-aware gener-
ation as a practical path for safe deployment.

1 Introduction

Despite the growing global awareness of mental
health needs, Arabic remains severely underrepre-
sented in mental health NLP resources. Existing
work on Arabic mental health question answering
(QA) is limited in both scale and task coverage, hin-
dering the development of reliable digital support
tools, e.g. triage, education, guided self-help, for
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Arabic speakers. Complementary efforts on men-
tal health text classification, such as cognitive dis-
tortions detection with data augmentation (Rasmy
et al., 2024), highlight the importance of tailored
augmentation for improving robustness in this sen-
sitive domain. The AraHealthQA 2025 shared
task (Track 1) (Alhuzali et al., 2025) addresses
this gap by introducing Arabic mental-health QA
across three subtasks: (1) multi-label classification
of question types; (2) multi-label classification of
answer strategies; and (3) answer generation (Al-
huzali et al., 2024). To tackle all three subtasks,
we develop FAHMNI, a unified system for Arabic
mental-health QA. Our system leverages two mod-
ern Arabic-capable LLM families: Qwen3 and
SILMA (SILMAOBInstruct, 2024) / Kashif family
(SILMA-ALI, 2025), motivated by the strength of
their predecessors in multilingual transfer for Ara-
bic health retrieval and QA on the Massive Text
Embedding Benchmark (MTEB) (Enevoldsen et al.,
2025) and their competitive Arabic benchmarks in-
cluding Arabic RAG-style QA on the Arabic Broad
Leaderboard (Ouda, 2025).

Our approach for Subtasks 1 and 2 compares
zero-shot prompting, few-shot prompting, and
few-shot learning under both frozen-backbone,
parameter-efficient fine-tuning (PEFT), and instruc-
tion tuning regimes. For Subtask 3, we design a
multi-agent, retrieval-augmented answer genera-
tion system that dynamically routes queries, inte-
grates curated domain resources, and invokes open-
web retrieval when coverage is insufficient. We
summarize our contributions as follows:

1. Comprehensive evaluation of state-of-the-
art Arabic-capable LLMs on all three Ara-
HealthQA subtasks, spanning prompting and
fine-tuning strategies.

2. A novel multi-agent, retrieval-augmented
architecture that moves beyond prior
classification-only evaluations and offers
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grounded answer generation.

3. Reproducible resources including code, con-
figurations, and prompts to support future Ara-
bic mental-health QA research.

Our system achieves competitive results across
all three subtasks: For Subtask 1, we use Qwen3
under PEFT (weighted-F1 = 0.51; Jaccard = 0.4)
and for Subtask 2, we choose SILMA under PEFT
(weighted-F1 = 0.75; Jaccard = 0.6). Finally, for
Subtask 3, the SILMA Kashif model reaches a
BERTScore of 0.652. In practice, we encoun-
tered three recurring challenges: label overlap
across clinically adjacent categories, dialectal and
terminology variation, and limited data availabil-
ity due to the small training split. Our code
is available at https://github.com/MHRasmy/
AraHealthQA-2025-Track-1.

2 Background

The shared task uses the MentalQA corpus of Ara-
bic patient—doctor Q& A pairs annotated for seven
question types (Diagnosis, Treatment, Anatomy
& Physiology, Epidemiology, Healthy Lifestyle,
Provider Choice, Other) and three answer strate-
gies (Information, Direct Guidance, Emotional
Support) (Alhuzali et al., 2024). The annota-
tion study reports substantial reliability (Fleiss’
k = 0.61 for question types; £ = 0.96 for answer
strategies). Track 1 releases 500 Q&A posts with
splits of 350 (train_dev) and 150 (test). Official
metrics are weighted F1 and Jaccard for Subtasks
1-2 (multi-label classification), and BERTScore
for Subtask 3 (grounded answer generation condi-
tioned on classifications). For readers unfamiliar
with MentalQA-style Q&A posts, we include illus-
trative Arabic examples in Appendix A.

Previous benchmarks (Alhuzali and Alasmari,
2025) compared classical SVM features, frozen
PLM encoders, fine-tuned Arabic PLMs (e.g.,
AraBERT, CAMeLBERT, MARBERT), and GPT-
3.5/4-based prompting. The fine-tuned MARBERT
showed strongest classification performance, with
few-shot prompting outperforming zero-shot. We
adopt this model as a well-established baseline and
extend the line of work by evaluating newer Arabic-
capable LLMs (Qwen3, SILMA) under zero-shot,
few-shot prompting, few-shot learning, fine-tuning,
and instruction tuning regimes for Subtasks 1-2,
and by by operationalizing grounded answer gen-
eration for Subtask 3 via a multi-agent, retrieval-
augmented design.

3 System Overview

In this work, we introduce FAHMNI, a single, mod-
ular architecture that couples classification and
grounded generation, thereby addressing all three
AraHealthQA Track 1 subtasks.

Subtasks 1-2 (multi-label classification). For
Tasks 1 and 2, we evaluate five approaches with the
Arabic-capable LLM families Qwen3 and SILMA:
zero-shot prompting, few-shot prompting, few-shot
learning, PEFT, and instruction tuning. In zero-
shot prompting, models receive only label defini-
tions; few-shot prompting augments this with com-
pact, label-balanced exemplars. To move beyond
prompting without overfitting in a small-data set-
ting, we train a shallow classification head over
frozen LLM representations (“few-shot learning”).
Finally, we perform instruction tuning in zero- and
few-shot settings. This progression lets us quan-
tify how much the task benefits from parametric
specialization versus prompt conditioning under
multi-label imbalance and clinically adjacent cate-
gories (e.g., Diagnosis vs. Treatment).

Subtask 3 (grounded answer generation via
RAG). Given the sensitivity of mental-health
counseling, responses should be grounded, fac-
tual, and style-appropriate. We, therefore, adopt
retrieval-augmented generation (RAG) for Task 3,
based on evidence that RAG improves faithfulness
and reduces hallucinations on knowledge-intensive
tasks (Lewis et al., 2020; Ayala and Bechard, 2024).
Our pipeline (Fig. 1) is organized around a decision
agent, which first inspects the query along with
available candidate passages retrieved from the lo-
cal knowledge base, then uses few-shot prompting
(details in Appendix B) to select between a static,
curated knowledge base and a dynamic web re-
trieval path.

(a) Static domain-specific retrieval. For well-
scoped questions, the system consults a curated
local knowledge base assembled from canonical
references: DSM-5-TR (Association, 2022) for Di-
agnosis, OpenStax Anatomy & Physiology (Betts
et al., 2024) for Anatomy & Physiology, CDC’s
Principles of Epidemiology (Edition, 2006) for Epi-
demiology, and MedlinePlus articles for Provider
Choice and general guidance. Retrieved pas-
sages are retrieved by similarity search (Qwen3-
Embedding, 4B variant) and provided as grounding
for the answer. Static retrieval yields high-precision
responses but is limited by coverage gaps (e.g.,
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Figure 1: Multi-agent retrieval-augmented generation
(RAG) pipeline for Subtask 3. A single LLM (SILMA
or Qwen-3) serves both as the Decision/Generation
agent: it first decides whether the query can be an-
swered locally without retrieval; if not, it triggers re-
trieval, and later generates the final answer (details in
Appendix A). Two retrieval paths are supported: (A)
Static Retrieval from a curated local knowledge base
for scoped domains, and (B) Dynamic Agentic Re-
trieval that launches web search and crawling agents
to acquire evidence when curated coverage is insuffi-
cient. The retrieved documents are summarized by the
agents and incorporated into the prompt, which is then
provided to the LLM to produce a grounded response
returned to the user.

Treatment and Healthy Lifestyle are too broad for a
single canonical source).

(b) Dynamic agentic retrieval. For broader or
open-ended queries, the decision agent triggers
a web-based retrieval pipeline. Here, dedicated
Gemini-2.0-Flash agents perform web search and
crawling to acquire evidence from reliable sources
(e.g., WHO, NIH, Mayo Clinic, CDC). Retrieved
content is summarized by the agents, assembled
into a context prompt, and then passed to the an-
swering LLM (Qwen3 or SILMA), which generates
the final grounded response.

4 Experimental Setup

Data splits. We follow the shared-task protocol:
the training split contains 350 instances, which we
partition into 300 for training and 50 for validation;
the test set contains 150 instances. For few-shot
classification, exemplars are chosen to cover all
labels so the model observes at least one positive
instance per class.

Hyperparameters. For fine-tuning in Tasks 1-2,
we use a learning rate of 2 x 1075, batch size 8,
and train for up to 10 epochs with early stopping
on weighted F1 (validation split). These hyperpa-
rameters were chosen to match those in (Alhuzali
and Alasmari, 2025) for consistency with the MAR-
BERT baseline. We fix the random seed across all
runs for reproducibility. For Task 3 generation, we
set the temperature to 0 and disable sampling to ob-
tain deterministic outputs for both model families.

Evaluation. Tasks 1-2 are evaluated with
weighted F1 and the Jaccard index. Task 3 is evalu-
ated with BERTScore (Zhang* et al., 2020).

Additional evaluation for Task 3 (RAG qual-
ity). Because mental health is a highly sensitive
domain, we complemented standard metrics with
domain-tailored ones to better capture answer qual-
ity and errors. Following Zhu et al. (Zhu et al.,
2025), we report Completeness (coverage of ex-
tracted gold key points), Hallucination (contradic-
tions), and Irrelevance (omissions). These metrics
provide a granular view of factual reliability be-
yond BERTScore. Formal definitions and scoring
details are given in Appendix C.

5 Results

5.1 Quantitative Performance

Table 1 reports official test-set results for Sub-
tasks 1 (question-type classification) and 2
(answer-strategy classification) across baseline fine-
tuning, few-shot prompting, parameter-efficient
fine-tuning (PEFT), and instruction tuning.

For Subtask 1, the baseline fine-tuned model at-
tains the strongest weighted F1 (0.541) and Jaccard
(0.494). PEFT models follow (Qwen: F1 0.507;
SILMA: F1 0.497), while few-shot prompting
(Qwen) trails (F1 0.440). The instruction-tuned
few-shot Qwen variant reaches F1 0.533 but a lower
Jaccard 0.412, suggesting more partial label over-
lap than exact set matches.

For Subtask 2, the baseline fine-tuned model
again leads (F1 0.805; Jaccard 0.727). Among
non-baseline settings, PEFT (SILMA) is strongest
(F1 0.753; Jaccard 0.670), followed by instruction-
tuned few-shot Qwen (F1 0.738; Jaccard 0.651).
Empty predictions are rare and appear mainly in
PEFT settings.
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Task / Method F1  Jac. Empty
Subtask 1: Question Type Classification

Baseline FT 0.541 0.494 0
Few-shot (Qwen) 0.440 0.453 0
PEFT (Qwen) 0.507 0.434 7
PEFT (SILMA) 0.497 0.422 7
Instr. Tuning Few-shot (Qwen) 0.533 0.412 0
Subtask 2: Answer Strategy Classification

Baseline FT 0.805 0.727 0
Few-shot (Qwen) 0.622 0.572 0
PEFT (Qwen) 0.701 0.607 2
PEFT (SILMA) 0.753 0.670 1
Instr. Tuning Zero-shot (Qwen) 0.646 0.589 0
Instr. Tuning Few-shot (Qwen) 0.738 0.651 0

Table 1: Official test-set results for Subtasks 1 and 2.
Best per subtask in bold.

5.2 Error Analysis

Table 2 shows the distribution of exact, partial, and
wrong predictions. We expand here on why models
make mistakes.

Subtask 1 (question types). The baseline FT has
the highest partial-match rate (60.67%), which ex-
plains its strong F1 and Jaccard scores: it often
identifies part of the correct set of question types,
but misses others. Few-shot (Qwen) gives the high-
est exact rate (24.67%) but also the highest wrong
rate (29.33%), meaning it sometimes predicts all
labels correctly but more often misclassifies com-
pletely. PEFT variants stay competitive on partial
matches but achieve fewer exact hits.

Looking at the labels, we see frequent misses
on Healthy lifestyle, Epidemiology, and Treatment,
while Diagnosis and Treatment are often added
incorrectly. This indicates that the models some-
times confuse overlapping categories: for exam-
ple, lifestyle-related questions are mistaken as
treatment-related, and prognosis/etiology questions
(epidemiology) are mistaken as diagnostic ones.
The instruction-tuned few-shot Qwen reflects this
tendency clearly: it achieves the highest partial rate
(79.33%) but only 7.33% exact, as it often adds
extra labels such as Diagnosis or Treatment while
missing Healthy lifestyle. This increases recall but
reduces exact agreement.

Subtask 2 (answer strategies). Here, the base-
line FT achieves the best balance with the high-
est exact rate (48.67%) and the lowest wrong rate
(3.33%). PEFT (Qwen) produces the most partial
predictions (56.67%), often identifying one correct
strategy but missing another. Across systems, the
most common source of errors comes from Infor-
mation and Direct Guidance: answers that mix fac-

tual knowledge with advice are difficult for models
to consistently label, causing under-prediction or
over-prediction of these two categories. Instruction-
tuned few-shot Qwen improves over zero-shot by
converting some wrong cases into partial matches,
showing that in-context examples help the model
separate advice from information.

Empty predictions. Empty outputs occur when
all predicted scores fall below the decision thresh-
old of 0.5. They are rare but appear mainly in
PEFT runs (S1: 7 for Qwen, 7 for SILMA; S2: 2
for Qwen, 1 for SILMA). In these cases, the model
is overly conservative, assigning low confidence to
all categories and outputting no label.

Takeaways. Across both subtasks, the main chal-
lenges are (i) partial matches caused by overlap-
ping categories, such as Diagnosis vs. Treatment or
Information vs. Direct Guidance, and (ii) threshold-
related errors that lead to either empty predictions
or the addition of extra labels. These issues explain
why the baseline FT remains the strongest overall:
it provides more balanced predictions with higher
exact matches, while instruction tuning (Subtask 1)
trades exactness for broader coverage.

Task / Method Exact Partial Wrong
% % %
Subtask 1
Baseline FT 22.67 60.67 16.67
Few-shot (Qwen) 24.67 46.00 29.33
PEFT (Qwen) 16.67 58.00 25.33
PEFT (SILMA) 16.67 57.33 26.00
Instr. Tuning Few-shot (Qwen) 7.33 79.33 13.33
Subtask 2
Baseline FT 48.67 48.00 3.33
Few-shot (Qwen) 39.33  37.33 23.33
PEFT (Qwen) 33.33  56.67 10.00
PEFT (SILMA) 40.67 52.67 6.67
Instr. Tuning Zero-shot (Qwen) 36.67 45.33  18.00
Instr. Tuning Few-shot (Qwen) 38.67 53.33  8.00

Table 2: Error distribution for Subtasks 1 and 2. Best
per column and subtask in bold.

Model SILMA Qwen
BERTScore 1 0.652 0.645
Completeness 1 0.567 0.6
Hallucination |  0.06 0.04
Irrelevance | 0.373 0.36

Table 3: Task 3 (RAG answer generation) results on
the MentalQA test set. We report BERTScore F1, Com-
pleteness, Hallucination, and Irrelevance.
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5.3 Task 3: Answer Generation (RAG)

Table 3 summarizes results for SILMA and Qwen-
3. Both models perform similarly overall. SILMA
attains a slightly higher BERTScore (0.652 vs.
0.645), while Qwen-3 achieves higher Complete-
ness (0.600 vs. 0.567) and lower Hallucination
(0.04 vs. 0.06) and Irrelevance (0.36 vs. 0.373).
Qualitative best and worst examples for each model
are provided in Appendix D.

The uniformly low Hallucination rates (<0.06)
indicate that generated answers rarely contain con-
tent that contradicts the gold key points, suggesting
that the RAG pipeline effectively constrains factual
errors. At the same time, completeness around
0.57-0.60 shows that only about three-fifths of the
gold key information is covered, leaving a sub-
stantial fraction of gold content unaddressed (Ir-
relevance 0.36-0.373). This explains the moder-
ate BERTScore values (/0.65): limited key-point
overlap and the inclusion of additional retrieved de-
tails (which are non-contradictory but not present
in the references) dilute semantic alignment with
the gold answers, lowering BERTScore despite the
low Hallucination.

6 Conclusion

We presented FAHMNI, a unified system for Arabic
mental-health question answering that combines
multi-label classification (question types and an-
swer strategies) with a retrieval-augmented, multi-
agent generator. On Subtasks 1-2, classic Ara-
bic PLMs remain a strong baseline: fine-tuned
MARBERT delivers the best weighted F1 and Jac-
card overall, while Arabic-capable LLMs (Qwen3,
SILMA) with PEFT and instruction tuning are com-
petitive under tighter compute and data budgets.
On Subtask 3, both SILMA and Qwen3 yield sim-
ilarly strong grounded generation with uniformly
low hallucination rates (< 0.06), indicating faith-
ful adherence to evidence. At the same time, mid-
range BERTScore and ~0.6 completeness reveal
recall gaps: answers are generally factual but do
not fully cover gold key points, and extra retrieved
details can dilute reference overlap.
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A TIllustrative Q& A Examples (Arabic)

Example 1

Question type: Treatment
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Example 2

Question type: Diagnosis
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B Task 3: Few-Shot Prompt for Local
Answerability

In our RAG pipeline, the answer-generation LLM
(SILMA or Qwen-3) first acts as a decision agent
that inspects the user query together with the can-
didate passages retrieved from the local knowledge
base. Using a few-shot prompt (below), it out-
puts a single token: Yes if the local passages con-
tain sufficient, explicit information to answer the
query faithfully, and No otherwise (e.g., missing,
partial, or ambiguous evidence). If the output is
Yes, Task 3 proceeds with the static path, using
the curated local knowledge-base documents; if No,
it triggers the dynamic agentic retrieval path, as
depicted in Fig. 1. We supply two illustrative few-
shot exemplars to cover both outcomes. (Yes) The
first exemplar uses context scraped by the dynamic
web retrieval (web-scraping) agent; an author man-
ually verified that the passages contain sufficient
information to answer the training query faithfully.
(No) The second exemplar uses context retrieved
from the local knowledge base; an author verified
that these passages are relevant but insufficient to
answer the training query.

Few-shot prompt for deciding whether the query can be
answered from local context only (Yes/No).

Role: Mental Health Question-Answering
Assistant
Task: Determine whether the system can
answer the user's mental-health question
using ONLY the provided context
passages.
Instructions:
- Analyze the context and determine
whether it contains the specific
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information required to answer the
user's mental-health question.
- Provide a clear, concise decision
indicating whether the system can
answer the question based solely on
the context.
- Your response must be exactly one
word: either Yes or No.
Output Format:
- Answer: Yes/No
Study the examples and then respond to
the last question.
Examples:
Input:
Context: {SUFFICIENT_CONTEXT:
passages that contain the answer
for the question below}
User Question: {Selected query
from the training data}
Expected Output:
Answer: Yes
Input:
Context: {INSUFFICIENT_CONTEXT:
passages that are relevant but
do NOT contain the specific fact/
criterion/instruction required
to answer the question below}
User Question: {Selected query
from the training data}
Expected Output:

Answer: No
Input:
Contex: {Local Context}

User Question: {query}

C RAG Metrics and Evaluation Details

We provide formal definitions and implementation
details for the RAG-specific metrics used in Task 3,
following Zhu et al. (Zhu et al., 2025).

Key-point references. For each gold answer, we
extract a set of concise key points with a vanilla
LLM—here, Gemini-2.0-flash. These serve as
reference units against which a system answer is
judged. Let K = {ki,...,kp} denote the key
points for one item, and let A denote a system-
generated answer.

1. Completeness. Measures how well the gen-
erated answer covers the ground-truth key
points. Let K = {ki,...,k,} be the set of

key points and A the generated answer:

|K]|

Comp(A4, K) 2 Z 1[A covers k|,

\ K

where 1[A covers k;] = 1 if A semantically
includes or paraphrases the content of k;; oth-
erwise 0.

2. Hallucination. Identifies contradictions be-
tween the generated answer and the key

points:

1 &
Hallu(A, K) | K| 2 Z 1[A contradicts k;] ,
where 1[A contradicts k;] = 1 if A asserts

content that conflicts with k;; otherwise 0.

3. Irrelevance. Captures the proportion of key
points that are neither covered nor contra-
dicted:

Irr(A, K) = 1—Comp(A, K)—Hallu(A, K),

i.e., key points that the answer omits or does
not address.

Operationalization. We prompt the same vanilla
LLM in a few-shot setting to (i) extract key points
from the gold answer and (ii) judge coverage/con-
tradiction for each k; given A, with temperature
= 0 for determinism.

D Qualitative Examples of Generated
Answers

We present text-form qualitative examples for each
model. In Subsection D.1, SILMA’s highest-
scoring output (BERTScore F1=0.78) is annotated
Complete, whereas its lowest (F1=0.54) is Wrong
because the generated answer introduces halluci-
nated content that contradicts the reference. In
Subsection D.2, Qwen-3’s highest-scoring out-
put (F1=0.74) is also Complete, while its low-
est (F1=0.58) is Irrelevant: the response is non-
contradictory but fails to cover the reference’s key
points, largely due to a brief reply that offers only
a single piece of advice for an open-ended query
where multiple reasonable clinician responses are
possible. These observations align with the aggre-
gate metrics: Irrelevance remains non-trivial (0.373
for SILMA; 0.36 for Qwen-3), whereas Hallucina-
tion is consistently low (<0.06). Thus, the sys-
tems typically produce factual, non-contradictory
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responses; remaining errors are dominated by cov-
erage rather than factuality, suggesting gains from
retrieval/coverage enhancement, keypoint-aware
planning, and length/structure control in genera-
tion.

D.1 SILMA Generated Responses (best &
worst by BERTScore)
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D.2 Qwen-3 Generated Responses (best &

worst by BERTScore)
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212

U‘}A‘q,l‘ A obkx L Lo Gax
jLz.l‘ .,\_A_.-._Jj é—w

L_Jz.)‘ m‘ **b.\ﬁ Ja.la.>**.

d“” u_;J.\aJ‘j‘ u.sj.ﬂ f\._:u.,\..zl‘

,\,.dKU,oujﬁ M(OLAU&JMLP&.C‘



