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Abstract

We present a mental health support system for
Arabic that can classify both patient questions
and doctor answers, and generate answers for
new questions. The classification model orga-
nizes the input text to understand better the in-
tent of the user and the response style, while
the generation model produces accurate and
empathetic responses. In evaluations, our sys-
tem ranked 3rd in answer classification and 4th
in answer generation, with only a small mar-
gin from the top-ranked systems. These re-
sults highlight the effectiveness of multi-label
classification and RAG for improving access
to mental health information and support in
Arabic.

1 Introduction

Mental health and human psychology have been
studied and practiced as separate fields of
medicine for centuries (Grob, 1998), yet, studies
show that the general population in the MENA
region still refrains from seeking medical help
when it comes to mental health-related prob-
lems, mainly due to social considerations (Nazmy,
2025), leading to a significant degradation in
the public mental health status(Altobaishat et al.,
2025).

After the rise of large language models (LLMs)
and Agentic Artificial intelligence (AI) applica-
tions (Minaee et al., 2024; Plaat et al., 2025), es-
pecially for complex reasoning and questions an-
swering (QA) tasks, many researches have ex-
plored the use of advanced language models to
provide not only assistance for medical profes-
sionals (Nazi and Peng, 2024), but also as an al-
ternative means of delivering mental health care
(Guo et al., 2024), due to their ability to provide
human like responses and interactions (Zaki and
Hassan, 2023; Zahran et al., 2025), offering scal-
able, accessible, private, and stigma-free pathways
for psychological support.

Besides the aforementioned cultural barriers,
providing automated mental health support for
Arabic speakers faces other challenges, including:

* Higher Accuracy Standard: the medical
field -especially psychology- has a very low
tolerance of error, as opposed to other Al
applications, where in some cases, accuracy
could be traded off for speed or power effi-
ciency (Han et al., 2015), the cost of error in
medical applications could lead to unquantifi-
able losses, causing -in the worst cases- hu-
man fatalities (Topol, 2019).

* Data Scarcity: this challenge is two-fold:
1) Arabic datasets are scarce and generally
have lower quality annotations in general, 2)
Datasets for mental health-related problems
(Alhuzali et al., 2024) are not as abundant
as other health-related datasets (?Alasmari,
2025).

» Patient Confidentiality: unlike other med-
ical disciplines, obscuring patient identity is
more challenging, as personal information,
such as background and upbringing circum-
stances, has to be included in every case.

* Linguistic Complexity: Apart from data
problems, Arabic is morphologically rich and
includes many dialects with a high level of
diversity (Habash, 2010), which leads to a
wide performance gap of language models
between Arabic and other languages.

Our contribution in this task could be summa-
rized as:

* We developed a classification system to la-
bel questions and answers into multiple fine-
grained categories.

* We integrate additional external knowledge
from Arabic medical platforms to develop
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Figure 1: General overview of our system starting from the document collection phase, the RAG system for all
three subtasks, and multi-label classification, and question answering.

a simple yet effective retrieval-augmented
generation (RAG) system tailored to Arabic
mental health Q&A, improving overall clas-
sification accuracy and reducing hallucina-
tion in answers.

o We achieved 0.56' f1 score on the first track,
0.76 on the second one, and 0.663 on the
BERTScore (Zhang et al., 2020) metric.

2 Background

The challenge (Alhuzali et al., 2025) is divided
into three main sub-challenges. The first two are
multilabel classification for human questions and
their answers, respectively, with seven different
classes for questions and three for answers. The
third sub-challenge is answer generation to pro-
vide mental health assistance to patients by gen-
erating contextually appropriate and medically ac-
curate responses to user queries.

A lot of work has been put into data collection
for mental health, from different sources such as
social media platforms, for example Reddit (Co-
han et al., 2018; Di Cara et al., 2023). This data is
then manually annotated to identify different men-
tal health-related conditions, such as depression
detection (Han et al., 2022), anxiety, bipolar dis-
order, and suicidal intent (Ji et al., 2022).

Recent work explored the capabilities of LLMs
in the mental health domain for different tasks.
First, classification tasks to detect different men-
tal health conditions (Racha et al., 2025) and their
causes (Yang et al., 2023). Second, user question
answering, to respond to different user queries,
either informative or for advice seeking. Third,
chatbots offering their users a safe space for relief
and conversation (Shan et al., 2022) or chatbots
that help doctors in the application and monitoring

'due to the limited number of submissions, this score
didn’t show on the leaderboard, the metrics were computed
in the post-evaluation phase.

of different treatments, including cognitive behav-
ioral therapy (CBT) (Farzan et al., 2025), and self-
attachment technique (SAT) (Elahimanesh et al.,
2023).

The use of external knowledge in Retrieval
Augmented Generation (RAG) systems to en-
hance the factuality and robustness of LLMs, es-
pecially in the medical domain, has been ex-
plored, for example (Vladika and Matthes, 2024)
retrieved from a large corpus that included di-
verse topics such as dietary supplements, heart
and lungs, reproductive health, cancer, and men-
tal health.  This demonstrated that retrieval
strategies prioritizing fewer, more recent, and
highly cited sources—especially at the sentence
level—significantly improved answer quality in
health question answering tasks.

Recently, many researchers have taken an inter-
est in the mental health domain in the Arabic lan-
guage. starting with simpler classification tasks,
such as depression detection (Maghraby and Alj,
2022; Hassib et al., 2022). Others worked on more
advanced tasks such as (Zahran et al., 2025).

3 System Overview

In this section, we present our system setup in de-
tail. First, we go through the data collection pro-
cess, then we describe our RAG pipeline, used
models, and embedding vectorestore. Finally, we
go through how we built our multi-label classifier
for the question and answer classification tracks.

3.1 Building Knowledge Base

To effectively build our knowledge base, we fol-
lowed a two-step process. First, we used the Gem-
ini API” to collect articles related to each ques-
tion from the training set. Then, to reduce the size
of the knowledge base and guarantee smoother re-
trieval of relevant information, we fed articles with

Zhttps://gemini.google.com
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Task RAG | Pretraining | Fl-score
Question v X 0.490
Classification o v 0.558*
X X 0.549*
Answer v X 0.760
Classification X v 0.735*
X X 0.733*

Table 1: Macro-F1 scores on the test set using the two
approaches we developed, RAG and multi-label classi-
fication with and without continuous pretraining. (*)
denotes experiments done during the post-evaluation
phase, and were not submitted to the leaderboard due
to the limited number of submissions.

high relevance to the same question to Gemini to
compress them into one article. We then used the
same knowledge base for both the evaluation and
test phases, without any updates from the test set.

3.2 Retrieval Augmented Generation
Pipeline

After the data collection phase, we embed-
ded those related articles using BAAT /bge-m3
(Chen et al., 2024) for its multi-functional, multi-
granular, and especially multi-lingual capabili-
ties. Those embeddings are then stored in a
chroma-db? vectorstore. For every sample, we
retrieved the top articles related to it and used
them as additional context to generate answers for
different classification and generation tasks using
google/medgemma—-4b-it (Sellergren et al.,
2025).

Model RAG | Validatoin | Test
Qwen2.57b X 0.608 -
Llama3.2 3b X 0.597 -
Phi-mini 4b X 0.606 -
Gemma3-4b X 0.619 -
MedGemma3-4b X 0.620 0.632
MedGemma3-4b e 0.630 0.663

Table 2: BertScore results on the validation and test
sets for the answer generation sub-task.

3.3 Multi-label Classification for Question
and Answer

For the multi-label classification tasks, we re-
lied on MARBERTv2 (Abdul-Mageed et al., 2021)
model. To improve the model’s understanding ca-
pabilities in the mental health domain, we applied
masked language modeling (MLM) pretraining
(Devlin et al., 2019) using different Arabic men-
tal health books such as DSM-5 (EDITION, 1980)

3https://github.com/chroma-core/chroma

and articles about different psychiatric and mental
health conditions from the renowned Royal Col-
lege Of Psychiatrists *. The pretrained model was
then fine-tuned for both the question and answer
multi-label classification tasks, using the binary
cross-entropy loss—reference the loss function—.

4 Experimental Setup

4.1 Dataset
4.1.1 Shared Task Dataset - MentalQA

The given dataset includes two different tasks:
multi-label classification and answer generation.
The classification part is for both questions and an-
swers, and the generation is to reply to the given
question. The QA pairs were collected from al-
tibbi > medical platform for advisory and infor-
mation, then 500 samples were manually anno-
tated (Alhuzali et al., 2024). Questions are cate-
gorized into seven classes, while answers are clas-
sified into only three.

4.1.2 Knowledge Base Dataset

The data was collected using the Gemini API, the
pre-comrpression articles were mainly from Ara-
bic medical websites, such as i s1lamweb ©, Mayo
Clinic’,Mind Clinic Group ®. The col-
lected articles were then curated as mentioned in
section 3.1. The compressed articles were then
added to a vectorstore database to facilitate re-
trieval

For the rag system, we use BAAI/bge-m3
model (Chen et al., 2024), and to store the data,
we used chroma-db.

4.1.3 Continue Pretraining Dataset

To better ground our base model’s capacity in un-
derstanding text from the mental health domain,
we utilized text scraped from multiple resources,
including 32 articles from the Royal College of
Psychiatrists and a collection of 72 books, either
originally written in Arabic or manually trans-
lated into Arabic by professional human transla-
tors. The combined dataset contained approxi-
mately 4.5 million tokens.

*https://www.rcpsych.ac.uk/mental-
health/translations/arabic
>https://altibbi.com
®https://islamweb.net/ar/
"https://www.mayoclinic.org/ar
8https://mindclinicgroup.com/ar
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Table 3: Some fauiler cases for our system on the three sub tasks.
4.2 Training Details 5.3 Analysis

To continue the pretraining of the base
MARBERTV2 model, we used the AdamW
optimizer, with a learning rate 2e-5, 0.01 weight
decay, a cosine annealing learning rate scheduler,
and a batch size of 32. We trained the model
for 20 epochs. For training the Multi-Label
classification models, in both sub-tasks 1,2, we
used the same optimizer and learning rate, with
a linear scheduler, and a batch size of 4. Both
models were trained for 10 epochs. All training
was done on a single NVIDIA RTX-3090 GPU.

5 Results

5.1 Classification Tasks Results

For the classification task, we tested the RAG ap-
proach to label both questions and answers sepa-
rately. Then, we compared this approach with our
multi-label classification. Also, we assessed the
effect of the continue pretraining phase. We can
see from table 1 that in both cases the pretrain-
ing phase improved the results by 0.009 and 0.002
on the question and answer classification tasks,
respectively. Also, the RAG approach achieved
better results in the answer classification task by
0.025, but came short by 0.068 in the question
classification task.

5.2 Generation Tasks Results

To choose the best model, we run some initial tests
on the answer generation task using various open-
source LL.Ms. After picking the highest scoring
model, we used it for the remaining experiments
in our RAG system. The results of this experiment
are shown in table 2.
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Table 3 presents failure cases from our system.
In the Question Classification, the model mis-
classifies a request for a sleeping medication as a
query about Diagnosis, Anatomy and Physiology,
and Epidemiology, indicating a misunderstanding
of user intent by over-focusing on the symptom

keyword (3 j (insomnia). For Answer Classifica-

tion, the system correctly identifies Direct Guid-
ance but misses the Information label, showing
challenges in capturing all nuances. In Answer
Generation, responses are verbose and generic,
such as suggesting & 55 ua.s‘z & & axd (Talk
to someone you trust), instead of specific, action-
able advice, underscoring a preference for sup-
portive text over professional recommendations.

6 Conclusion

This paper investigated our work in the first track
of the AraHealthQA 2025 shared task for mental
health question and answer multi-label classifica-
tion and answer generation. We collected a large
corpus of Arabic mental health-related books and
articles and used them to continue pretraining our
base encoder. Then, we fine-tuned this model on
the classification tasks. We also benefited from the
provided questions and collected articles from the
internet using an agentic search tool. These arti-
cles are then used in a retrieval-augmented gen-
eration system for all three sub-tasks. Our sys-
tem achieved 0.558 and 0.760 F1-score on ques-
tion and answer multi-label classification tasks, re-
spectively, while achieving 0.663 BertScore on the
answer generation task.
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