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Abstract

Mental health detection in online discourse is a
growing area of NLP research, particularly for
low-resource languages such as Arabic, where
stigma and limited access to professional care
make anonymous, technology-driven solutions
valuable. In the context of the AraHealth shared
task, we were provided with three subtasks:
multi-label classification for questions, multi-
label classification for answers, and a QA sys-
tem leveraging models developed in the previ-
ous two tasks. Our approach employed data
augmentation to address class imbalance, as
certain categories in the dataset were signifi-
cantly underrepresented. Since our method re-
lied on prompting models to classify questions
and answers as well as to generate answers for
the QA system, we utilized Gradient-free Edit-
Based Instruction Search (GrIPS) to optimize
prompt selection. Our system achieved strong
results across all three subtasks, ranking 1st in
answer classification and 3rd in both question
classification and QA system answer genera-
tion.

1 Introduction

Mental health issues are a global concern with sub-
stantial economic and social impact (Santomauro
et al., 2021). This challenge is particularly pro-
nounced in Arabic-speaking communities, where
discourse around mental health remains stigma-
tized, and access to professional resources is often
limited or treated as a luxury (Khatib et al., 2023).
Such constraints motivate NLP research that can
detect and address mental health concerns using
online data (Zirikly et al., 2019; Shing et al., 2018),
enabling more anonymous, unrestricted, and ac-
cessible support tools for individuals in the Arab
world (Hassib et al., 2022).

In this shared task (Alhuzali et al., 2025), we
were provided with a dataset curated from an
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Arabic-language online forum that follows a ques-
tion–answer (QA) pattern between patients and
mental health professionals (Alhuzali et al., 2024).
The dataset comprises 350 annotated instances,
each containing a question, its corresponding an-
swer, and categorical labels. Specifically, every
sample is assigned one or more labels from seven
possible question categories, as well as one or
more labels from three possible answer categories,
thereby constituting a multi-label classification set-
ting. The distribution of these categories is highly
imbalanced, especially for questions, which mo-
tivated our data augmentation approach. We em-
ployed GPT to generate additional samples for mi-
nority classes, resulting in a more balanced dataset.
Using the augmented data, we performed instruc-
tion fine-tuning with a range of pre-trained mod-
els. In parallel, we explored few-shot prompt-
ing for multi-label classification in Task 1 (ques-
tion classification) and Task 2 (answer classifica-
tion). For Task 3 (QA system), we leveraged the
fine-tuned models from the first two tasks and ap-
plied Gradient-free Edit-Based Instruction Search
(GrIPS) to optimize the prompts used for answer
generation.

Our system achieved strong results across all
tasks: we ranked 1st in answer classification (Sub-
Task 2) and 3rd in both question classification (Sub-
Task 1) and QA answer generation (Sub-Task 3).

2 Background

The shared task (Alhuzali et al., 2025) focused on
three subtasks in the Mental Health track: (1) multi-
label question classification, (2) multi-label answer
classification, and (3) a QA system for generating
appropriate answers using models from the first
two tasks. Each instance in the dataset consists of
a question, its corresponding answer, a question
category (one of seven possible labels), and an
answer category (one of three possible labels). For
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Figure 1: Overall pipeline for our approach. Beginning with the raw data, we generate synthetic samples and
leverage them to perform classification and then answer generation.

Figure 2: Question class distribution, showing signifi-
cant imbalance between categories.

Figure 3: Answer class distribution.

example, a question about treatment options for
depression could be labeled under Treatment for
questions and Supportive Advice for answers.

The question taxonomy spans seven categories,
covering clinical reasoning and practical guidance:
Diagnosis (A) for interpreting findings, Treatment
(B) for therapeutic options, Anatomy and Physiol-
ogy (C) for biomedical knowledge, Epidemiology
(D) for disease progression and causes, Healthy
Lifestyle (E) for wellness habits, Provider Choices

(F) for healthcare navigation, and Other (Z) for
miscellaneous queries. Answer strategies fall into
three broad types: Information (1) delivering fac-
tual content and resources, Direct Guidance (2) of-
fering actionable recommendations, and Emotional
Support (3) providing reassurance or encourage-
ment (Alhuzali et al., 2024).

The dataset contains 350 labeled QA pairs from
an Arabic-language mental health forum. Figures 2
and 3 show the category distributions. The ques-
tion categories are heavily imbalanced, with certain
categories having fewer than 10 samples, while the
largest category has over 175 samples. The an-
swer categories are also imbalanced, though less
severely. This imbalance strongly motivated our
data augmentation approach to generate synthetic
samples for minority classes.

Our participation covered all three tracks, and
our contribution is novel in its integration of
prompt optimization (via GrIPS) with both few-
shot prompting and instruction fine-tuning for im-
balanced and low-resource Arabic mental health
classification tasks. Related work in Arabic NLP
has explored mental health (Alhuzali and Alas-
mari, 2025, 2024), but to our knowledge, no prior
shared task system has combined prompt optimiza-
tion with synthetic minority oversampling for both
classification and answer generation in this domain.
For instance, MedArabiQ (Abu Daoud et al., 2025)
introduced a benchmark for evaluating large lan-
guage models on Arabic medical tasks, covering a
wide range of QA problems.
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3 System Overview

We built the QA system by leveraging our models
from Subtasks 1 and 2, which classify questions
and answers. As shown in Figure 4, we appended
the predicted question category to the QA prompt.
We used the question category predicted labels (ob-
tained from fine-tuning) as guidelines for the QA
model. Furthermore, the system prompt is opti-
mized using GrIPS as Section 3.3 explains.

3.1 Data Augmentation

To address dataset size constraints and class imbal-
ance, we employed GPT-4o (temperature = 0.7) to
synthesize additional training instances. Augmen-
tation targeted the least frequent labels: (3) and
its multi-label variants (1,3), (2,3), and (1,2,3) for
Subtask 2; and labels C, D, E, and F for Subtask 1.

Prompt construction incorporated: (i) role speci-
fication to enforce domain-appropriate tone; (ii) cat-
egory definitions from (Alhuzali et al., 2024); (iii)
in-context exemplars; (iv) explicit formatting con-
straints (e.g., fixed sample counts, variable lengths);
and (v) lexical variation controls to minimize re-
dundancy.

For Subtask 1, we generated 300 synthetic sam-
ples (50 each for D and E; 100 each for C and F),
expanding the dataset from 350 to 650 samples.
For Subtask 2, we generated 160 samples (40 per
target configuration), expanding the dataset from
350 to 510 instances.

Following the generation of each set of samples,
we performed a human evaluation to assess the
quality and relevance of the generated samples. For
this purpose, we randomly selected approximately
one-third of each set for detailed inspection with
respect to fluency, label relevance, and adherence
to the specified constraints.

Appendix A.1 includes examples of both the
prompts and the generated data. Additionally, the
full datasets, including all generated samples, are
available on our GitHub repository.1

3.2 Model Fine-Tuning

We used fine-tuned models from Subtask 1 (Ques-
tion Classification) to explicitly solve Task 1. Fur-
thermore, we leveraged the best performing model
(ALLaM 7B) to develop the QA system as shown
in Figure 1. Given a question that the system needs
to respond to, we obtain a predicted category label

1https://github.com/AbdulRahmanBenatia/
Sindbad-AraMentalQA-SharedTask

from the fine-tuned models that we then provide in
the prompt. This is the second step in our prompt
building process in Figure 4.

3.3 Prompt Optimization with GrIPS

Gradient-free Instructional Prompt Search (GrIPS)
is a technique proposed by (Prasad et al., 2022)
to efficiently optimize the prompts used for our
QA system. We used GrIPS to optimize the sys-
tem prompt of our QA System as Figure 4 shows.
Our implementation of GrIPS follows an iterative
prompt optimization process. Starting from an
initial prompt, we generate candidate variations
through targeted mutations, such as structural ad-
justments, content refinements, and cultural adap-
tations for six iterations. Each candidate prompt
is evaluated on a subset of the training data using
BERTScore F1 to measure the alignment between
the model-generated and reference answers. See
Figure 5 for BERTScore performance for each iter-
ation. The highest-scoring prompt is retained for
the next iteration, and the process is repeated for
a fixed number of optimization rounds. This ap-
proach enables systematic improvement of prompt
effectiveness without gradient-based updates, ulti-
mately yielding an optimized instruction that en-
hances model performance on the QA system.

4 Experimental Setup

4.1 Sub-Task 1: Question Classification

Prior to building the QA system, we employed fine-
tuning to classify questions. We experimented with
an array of PLMs and used the best performing
model (ALLaM 7B) in the QA System. The hyper-
parameters used are listed in Table 1. Table ?? in
the appendix also shows the performance on the
evaluation portion (20 percent) of our augmented
dataset.

4.2 Sub-Task 2: Answer Classification

For Subtask 2, we fine-tuned MARBERT (Abdul-
Mageed et al., 2021) on the augmented dataset de-
scribed in Section 3.1 for multi-label classification,
using the hyperparameters in Table 2, consistent
with (Alhuzali and Alasmari, 2025) for the same
task. Model training employed a maximum se-
quence length of 256, the Binary Cross-Entropy
loss function, and an AdamW optimizer.

An 80/20 train-validation split was used for
cross-validation to ensure that model performance
was stable and not driven by outliers. Then, we

186

https://github.com/AbdulRahmanBenatia/Sindbad-AraMentalQA-SharedTask
https://github.com/AbdulRahmanBenatia/Sindbad-AraMentalQA-SharedTask


System Prompt Question Category Few shot examples Response Guidelines

You are a professional
psychiatrist.

It is likely that this is a
"Treatment" question.

Question 1: Answer 1.
Question 2: Answer 2.

Category description.
Only respond in Arabic.

GRIPS Fine tuning

Figure 4: Overall prompt structure for the QA System.

Figure 5: GPT-3.5-turbo Performance during GrIPS
prompt optimization.

Parameter Value
Learning rate 1× 10−4

Batch size 2
Gradient accumulation steps 4
Epochs 3
Weight decay 0.01
Early-stop patience 2
LORA rank (r) 8
LORA alpha 16
LORA dropout 0.05
Quantization None
Optimizer adamw_torch

Table 1: Default hyperparameters for fine-tuning on
Subtask 1, question classification.

re-trained the model on the full augmented set and
used it to generate predictions for the official test
set. We report our results using the following eval-
uation metrics: Weighted-F1 and Jaccard score, as
recommended by the shared task organizers.

4.3 Sub-Task 3: Question Answering System

We employed gpt-3.5-turbo via the OpenAI API
for question–answer (QA) generation. The sys-
tem adopted a few-shot prompting approach with
three manually carefully selected examples that

Parameter Value
Hidden size 768
Batch size 8
Dropout 0.1
Early-stop patience 10
Epochs 15
Learning rate 2× 10−5

Optimizer AdamW

Table 2: Hyperparameters for MARBERT fine-tuning.

represent diversity in target labels. Categories were
drawn from a predefined taxonomy (A–F, Z) cover-
ing diagnosis, treatment, anatomy/physiology, epi-
demiology, healthy lifestyle, provider choice, and
miscellaneous queries.

Prompts were structured into: (i) a system role
enforcing professional and empathetic Arabic med-
ical responses; (ii) category-specific contextual de-
scriptions; (iii) explicit response guidelines; and
(iv) optional in-context examples. The temperature
parameter was fixed at 0.0 to ensure deterministic
output and reproducibility.

5 Results

5.1 Sub-Task 1

Our ALLaM-based system achieved third place in
Subtask 1 with Weighted-F1 = 0.53 and Jaccard =
0.49 as shown in Table 3.

Weighted-F1 Jaccard Ranking
0.53 0.49 3rd

Table 3: Results on the official test set for Subtask 1.

5.2 Sub-Task 2

As shown in Table 4, our system achieved
Weighted-F1 = 0.79 and Jaccard = 0.71, ranking
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first in Subtask 2. The observed performance gains
were primarily attributed to the targeted augmenta-
tion of under-represented label combinations.

Weighted-F1 Jaccard Ranking
0.79 0.71 1st

Table 4: Results on the official test set for Subtask 2.

5.3 Sub-Task 3
On the official test set, our gpt-3.5-turbo system
achieved a BERTScore of 0.668, ranking 3rd in
Subtask 3. This performance reflects the benefit
of structured, category-aware prompting and few-
shot exemplars, though the gap to the top systems
suggests potential for further domain adaptation.

BERTScore Ranking
0.668 3rd

Table 5: Results on the official test set for Subtask 3.

6 Conclusion

In this work, we developed a system for Arabic
mental health QA tasks that integrates instruction
fine-tuning on augmented data, few-shot prompt-
ing, and gradient-free prompt optimization via
GrIPS. Our approach effectively addresses class
imbalance and low-resource challenges, achieving
first place in answer classification (Sub-Task 2) and
third place in both question classification (Sub-Task
1) and QA answer generation (Sub-Task 3). These
results demonstrate the effectiveness of combining
synthetic data generation, fine-tuning, and prompt
engineering to enhance large language model per-
formance in specialized, low-resource domains and
open the way for further research addressing Ara-
bic mental health NLP.
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A Appendix

A.1 Data Augmentation
Figure 6 presents an example prompt along with
three randomly selected generated responses, il-
lustrating Answer augmentations associated with
labels (1, 3).

Similarly, Figure 7 presents an example prompt
together with five randomly selected generated re-
sponses, illustrating Question augmentations asso-
ciated with label E.

A.2 Fine-tuning
We experimented with the following arrays of mod-
els during fine tuning:

"meta -llama/Llama -2-13b-chat -hf",
"ALLaM -AI/ALLaM -7B-Instruct -preview",
"silma -ai/SILMA -9B-Instruct -v1.0",
"aubmindlab/bert -base -arabertv2",
"UBC -NLP/MARBERT",
"CAMeL -Lab/bert -base -arabic -camelbert -

mix"

Model F1 Micro F1 Wtd. Jaccard
meta-llama 0.62 0.57 0.47
ALLaM-7B 0.68 0.59 0.54
SILMA-9B 0.62 0.57 0.48
arabertv2 0.68 0.59 0.53
MARBERT 0.68 0.59 0.53
camelbert-mix 0.68 0.59 0.53

Table 6: Performance of different models on the evalua-
tion set for Subtask 1: Question Classification.

A.3 GrIPS
To optimize the prompt used in the QA system,
we ran the optimization script against the initial
template, which resulted in the final prompt header

#Initial Prompt Header
"You are an expert Arabic mental health

assistant.
Provide accurate , helpful responses

to mental health questions in
Arabic.

Be professional yet empathetic in
your answers."

#Final Prompt Header
"You are an expert Arabic psychiatric

conditions assistant.
Provide accurate , evidence -based

responses to psychiatric
conditions questions in Arabic.

Be professional yet empathetic in
your answers. Answer concisely
in Arabic medical terminology.

Answer concisely in Arabic
medical terminology."

Note: this represents the prompt header, often sup-
plied as a system propmpt to applicable models. In
the rest of the prompt, we append the categories
description as given the description of the task,
along with other information to control the model
response.
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(a) Example prompt.

(b) Sample responses.

Figure 6: Augmentation prompt and sample generated responses for Answers (label 1, 3).
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(a) Example prompt.

(b) Sample responses.

Figure 7: Augmentation prompt and sample generated responses for Questions (label E).
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