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Abstract

We present our systems for Track 2 (Gen-
eral Arabic Health QA, MedArabiQ) of the
AraHealthQA-2025 shared task, where our
methodology secured 2™ place in both Sub-
Task 1 (multiple-choice question answering)
and Sub-Task 2 (open-ended question answer-
ing) in Arabic clinical contexts. For Sub-Task
1, we leverage the Gemini 2.5 Flash model
with few-shot prompting, dataset preprocess-
ing, and an ensemble of three prompt con-
figurations to improve classification accuracy
on standard, biased, and fill-in-the-blank ques-
tions. For Sub-Task 2, we employ a unified
prompt with the same model, incorporating
role-playing as an Arabic medical expert, few-
shot examples, and post-processing to gener-
ate concise responses across fill-in-the-blank,
patient-doctor Q&A, GEC, and paraphrased
variants.

1 Introduction

The MedArabiQ benchmark (Abu Daoud et al.,
2025), part of the AraHealthQA-2025 shared task
(Alhuzali et al., 2025), evaluates large language
models (LLMs) on Arabic medical question an-
swering, addressing the critical need for reliable
Al-driven clinical tools in Arabic-speaking regions
where digital healthcare resources are scarce.
Track 2, General Arabic Health QA (MedAra-
biQ), tests models on general medical knowledge,
from foundational topics like physiology to ad-
vanced areas like neurosurgery, across two sub-
tasks. Sub-Task 1 (classification) involves se-
lecting correct answers from predefined options
for 300 development samples, split into standard
multiple-choice questions, bias-injected questions
(e.g., confirmation, cultural, or recency bias), and
fill-in-the-blank with choices, evaluated by accu-
racy on a 100-question test set. Sub-Task 2 (gen-
eration) requires free-text responses for 400 devel-

*€) https://github.com/AraHealthQA_2025

opment samples, covering fill-in-the-blank with-
out choices, patient-doctor Q&A from the AraMed
corpus (Alasmari et al., 2024), grammatically cor-
rected Q&A, and LLM-paraphrased questions, as-
sessed via BLEU, ROUGE, and BERTScore on a
100-question test set.

Arabic medical question answering poses unique
challenges for current LLMs due to limited train-
ing data in Modern Standard Arabic (MSA) and di-
alectal variations, which often lead to poor gener-
alization on clinical tasks. Additionally, culturally
sensitive or biased questions require nuanced rea-
soning, while diverse question formats (e.g., fill-
in-the-blank, open-ended consultations) demand
robust adaptation to varying linguistic and con-
textual demands. Existing models often struggle
with these complexities, as they are predominantly
trained on English-centric or general-domain data,
lacking domain-specific Arabic medical knowl-
edge.

Our approach innovatively combines targeted
prompt engineering and ensemble techniques with
the Gemini 2.5 Flash model. We develop a unified
methodology that addresses both classification and
generation tasks in Arabic medical QA without re-
quiring task-specific fine-tuning, leveraging care-
fully designed prompts and ensemble strategies to
handle the complexities of Arabic medical lan-
guage and diverse question formats.

2 Background

Track 2 (General Arabic Health QA, MedArabiQ)
of'the AraHealthQA-2025 shared task (Abu Daoud
et al., 2025) evaluates large language models on
Arabic medical question answering, addressing
the need for reliable Al-driven clinical tools in
Arabic-speaking regions. The task spans 12 med-
ical domains: Biochemistry, Histology, Embryol-
ogy, Microbiology, Neurosurgery, OBGYN, On-
cology, Ophthalmology, Pediatrics, Pharmacol-
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ogy, Physiology, and Pulmonology. We partic-
ipated in both subtasks of Track 2, leveraging
prompt engineering and ensemble techniques to
achieve robust performance.

2.1 Task Details

Sub-Task 1 (classification) involves selecting the
correct option from multiple-choice questions
(MCQs) in Modern Standard Arabic (MSA). The
dataset includes 300 development samples (100
each for standard MCQs, biased MCQs with biases
like recency or status quo, and fill-in-the-blank
with choices) and 100 test samples. Input is an
MSA question with 45 options, and output is the
correct option’s text. Representative examples are
summarized in Table A.1.

Sub-Task 2 (generation) requires free-text re-
sponses to prompts in MSA or dialectal Arabic,
with 400 development samples (100 each for fill-
in-the-blank without choices, patient-doctor Q& A,
grammatical error correction (GEC), and LLM-
modified Q&A) and 100 test samples, sourced
from Arabic medical school exams, notes, and the
AraMed corpus (Alasmari et al., 2024). Represen-
tative examples are summarized in Table A.2 .

2.2 Related Work

Arabic NLP faces challenges due to limited re-
sources and dialectal variations (Abdul-Mageed
et al,, 2021). Prior work on Arabic medical
QA (Alasmari et al., 2024) provides datasets like
AraMed but lacks focus on handling biases or di-
verse question types. Prompt engineering tech-
niques, such as Chain-of-Thought (CoT) prompt-
ing (Wei et al., 2022), improve reasoning in
English-centric tasks but are underexplored in Ara-
bic medical contexts. Recent work has explored
prompt engineering for Arabic NLP tasks, such as
stance detection, demonstrating the effectiveness
of tailored prompts for LLMs in handling Arabic
text (Al Hariri and Abu Farha, 2024). Similarly,
few-shot learning with transformer models (Devlin
et al., 2019) has advanced general NLP, but its ap-
plication to Arabic clinical scenarios remains lim-
ited.

Medical question answering often relies on
retrieval-augmented approaches (Lewis et al.,
2020), which integrate external knowledge bases
for open-domain tasks. However, such methods
are less effective for Arabic medical QA due to the
scarcity of structured medical knowledge in Ara-
bic and the complexity of handling biases like re-

cency or status quo. Our unified prompt for Sub-
Task 2, addressing diverse question types without
fine-tuning, and ensemble voting for Sub-Task 1,
tackling biases, offer novel solutions tailored to
the resource-scarce and culturally nuanced Arabic
medical domain.

3 System Overview

We describe the methods we used for each sub-
task, the design choices that made them work well
in Arabic medical settings, and how to reproduce
them step-by-step.

3.1 Sub-Task 1: Classification (MCQ)

Model and settings. All systems use the same
model (Gemini 2.5 Flash) for consistent outputs.
Systems (different approaches).

» Arabic Few-Shot (AFS): Arabic instruction
prompt + 6 examples from different medical
areas; output limited to a single Arabic letter
from {& ¢ ‘e cT}

* English Translation + Answer (ETA): trans-
late the Arabic question to English using a
specific translation prompt, then answer with
the same letter format.

* Refinement + Answer (RFA): rewrite the
Arabic question for clarity (adds 15-25 word
explanations for each option without chang-
ing meaning), then answer with the same let-
ter format. Examples of the data refinement
process are shown in Table A.3.

* Arabic Zero-Shot (AZS): Arabic instruction
prompt without examples (baseline, not used
in the final combination).

Ensemble (majority voting). We ensembled
AFS, ETA, and RFA by simple vote counting over
the answer choices C={» > ¢z o Jd}. Given
prediction functions f; and input x:

3
y = argmaxz 1[fi(x)=c]. (1)

ceC |
Ties are broken by a fixed priority RFA > AFS
> ETA. This combination strategy provides re-
liable predictions across different question types.
Ensemble methods have been shown to improve
question answering performance by combining
multiple classifiers, leading to more robust predic-

tions (Chu-Carroll et al., 2003).
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Output cleaning and standardization. We
map any predicted character to the standard set {J
» > ¢ o} (e.g., fix Arabic punctuation/spacing
and Latin ”A/B/C/D/E” if ever produced). We also
remove extra tokens to ensure single-letter output
format.

Challenges and solutions.

* Arabic variety and formatting: Examples
cover multiple medical areas and different an-
swer lengths; strict output rules and cleaning
avoid problems.

» Prompt and dataset biases: Using three differ-
ent approaches (native Arabic, English trans-
lation, refined Arabic) reduces single-prompt
bias through voting.

3.2 Sub-Task 2: Generation

Model and settings. Same model. A single uni-
fied Arabic instruction + few-shot prompt han-
dles: fill-in-the-blank (no choices), patient—doctor
Q&A, grammar error correction (GEC), and LLM-
rewritten Q&A.

Unified prompting and formatting. The
prompt requires:

* Fill-in-the-blank: return only the missing
word(s); if multiple blanks, separate answers
with a comma and a space.

* Patient—doctor Q&A: brief, helpful advice;
clearly recommend in-person care when
needed.

e Avoid extra introductions or conclusions;
keep Arabic medical terms unchanged.

This setup provides consistent performance across
different generation tasks.

Output cleaning steps. For fill-in-the-blank
tasks, we split answers by commas and clean up
spacing. For consultations, we keep medical terms
and maintain a proper clinical tone. All outputs
go through Arabic text cleaning to handle different
dialects. Additionally, we remove any markdown
formatting (e.g., **bold**, *italic*, bullet points)
that the model may produce to ensure clean, plain-
text responses suitable for medical contexts, as
well as not affecting the BERTScore.

Example selection. Examples cover multi-
ple medical areas (drug studies, anatomy, clinical
cases) and include both formal and dialect Arabic.

Each example shows the desired output format and
medical reasoning level.
Challenges and solutions.

+ Different formats: One prompt with high-
quality examples and clear output rules en-
sures consistency across types without fine-
tuning.

* Arabic language complexity: Carefully cho-
sen examples and consistent decoding reduce
errors and inconsistencies.

« Safety/clinical tone: The prompt guides to-
ward brief, careful advice and marks cases
needing doctor follow-up.

Reproducibility notes. Use the exact prompt
templates provided in Appendix B; keep the ex-
amples unchanged; do minimal, consistent output
cleaning as specified above. All runs use Gemini
2.5 Flash with the decoding settings specified in
Table A.4.

4 Experimental Setup

4.1 Data and Splits

We follow the official AraHealthQA-2025 Track 2
(MedArabiQ) setup and evaluated directly via the
organizers’ API on the official test sets (ST1: 100
items, ST2: 100 items). The provided develop-
ment sets (ST1: 300 items; ST2: 400 items) were
used only to guide prompt design, select few-shot
examples, and perform sanity checks. No fine-
tuning or external training data was used.

4.2 Preprocessing

We applied only input-side, minimal steps to en-
sure consistent prompts and data cleanliness:

* Standardize Arabic punctuation and whites-
pace in the input text while preserving medi-
cal terminology and numbers.

» Normalize option labels and bullet symbols
in MCQ questions to a consistent form before
prompting.

4.3 Post-processing
We applied lightweight output-side normalization

for evaluation stability:

* MCQ: map any predicted symbol to the
canonical set { ¢ (g ¢!} and strip ex-
tra tokens.
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* Generation: remove markdown
(bold/italic/bullets), standardize commas
and spaces, and keep a concise clinical tone.

Removing markdown formatting from gener-
ated text is essential, as structured formatting
can introduce noise that affects evaluation metrics
like BERTScore by altering token representations
(Tang et al., 2024).

4.4 Prompting Configurations

For Sub-Task 1, we use three complementary
prompts: Arabic Few-Shot (AFS), English Trans-
lation + Answer (ETA), and Refinement + Answer
(RFA). Predictions are combined via simple ma-
jority vote with a fixed tie-breaker (RFA > AFS
> ETA). For Sub-Task 2, a single unified Arabic
instruction with few-shot examples handles fill-in-
the-blank, patient—doctor Q&A, GEC, and para-
phrased inputs.

4.5 Evaluation Metrics
* Sub-Task 1 (MCQ): Accuracy

* Sub-Task 2 (Generation): BERTScore
5 Results

We present our official results from the
AraHealthQA-2025 shared task evaluation ,
analyzing performance across both subtasks and
examining the effectiveness of our ensemble
approach.

5.1 Sub-Task 1: Classification Results

Our ensemble approach achieved 76% accuracy
on the official test set, securing 2" place in the
classification task. Table 1 presents detailed per-
formance breakdown for each individual approach
and the final ensemble.

Individual system performance. The Re-
finement + Answer (RFA) approach performed
best among individual systems at 74% accuracy,
demonstrating the effectiveness of question clar-
ification and option explanation in Arabic med-
ical contexts. The Arabic Few-Shot (AFS) ap-
proach achieved 71% accuracy, showing strong
baseline performance with domain-specific exam-
ples. The English Translation + Answer (ETA) ap-
proach scored 69% accuracy, indicating some in-
formation loss during translation despite maintain-
ing medical terminology.

Ensemble effectiveness. The 3-system ensem-
ble (RFA + AFS + ETA) improved performance by

2 percentage points over the best individual sys-
tem, reaching 76% accuracy. This demonstrates
successful bias reduction through diverse prompt
strategies, with the RFA approach providing clar-
ity, AFS maintaining Arabic medical context, and
ETA offering cross-lingual reasoning perspectives.

5.2 Sub-Task 2: Generation Results

Our unified prompting approach achieved
86.953% BERTScore on the official test set,
securing 2" place in the generation task. The
approach used a single Arabic instruction prompt
with few-shot examples, casting the model as an
Arabic medical expert to handle diverse question
formats including fill-in-the-blank, patient-doctor
consultations, grammatical error correction, and
paraphrased questions.  This unified strategy
proved effective across all question types without
requiring task-specific fine-tuning, demonstrating
the power of well-designed prompting for Ara-
bic medical contexts. Table 2 summarizes the
performance.

5.3 Ablation Studies

Ensemble composition. Removing individual
systems from the 3-way ensemble showed: RFA
removal (-3% accuracy), AFS removal (-2% accu-
racy), ETA removal (-1% accuracy), confirming
the value hierarchy and ensemble complementar-
ity.

Post-processing impact. Arabic text normal-
ization and markdown removal improved Sub-
Task 2 BERTScore by approximately 2-3%,
demonstrating the importance of output standard-
ization for evaluation metrics.

6 Conclusion

We presented a compact, prompt-engineering-
based pipeline for Arabic clinical QA that per-
forms robustly across diverse formats without fine-
tuning. A small ensemble improves Sub-Task 1
classification, while a unified instruction guides
Sub-Task 2 generation. Future extensions include
retrieval augmentation with vetted Arabic medical
sources, broader model diversity, and human-in-
the-loop validation to mitigate ambiguity and do-
main gaps.
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A Tables

This appendix contains tables referenced in the main text.

A.1 Classification Examples

Table 3: Examples on classification problem (Sub-Task 1).

Type Inputs Outputs
Multiple Choice Questions EFEEERWRAY oo g lele il e e L Lo s o
gl aeV1 e Ase Lo B Jy W 51 5k oo bl
V1 e 25% 1> bl 22Vl A e Slebil U1l 5
) gl Slall Jakl Gl a calan o] e 55V a8
s i g ot o
Fill-in-the-blank with choices &k car (#y e loud Bla e 2 34 c

o ol mead o KU e
Gondd) 205Y1 Gey A Dbt o K20 231 Ce s B obutidl

A N (LA i Sl s

A.2 Generation Examples

Table 4: Examples on generation problem (Sub-Task 2).

Type Input Output
Fill-in-the-blank Dl Py o Bl (g5 R T B W ESN Ge 3 A Ol
el

Patient-Doctor Q&A

O pan o IV gt gy O L a2 e 24 o F TN W s Tl Lo S W VE
et OB 5 Ol y ake y o

Grammatical Error Correction (GEC)

O pan o IV s gy O L a2 0 24 6 TN W e el Lo S W VE
bl O Ol y

LLM Paraphrasing

0Lty ars e gy G 4T G R 24 @ U S od Bl ey SN B 4 s
REWIRIR

A.3 Data Refinement Examples

Table 5: Data refinement examples showing improvements in question clarity and formatting.

Version Issue

Question Text

Original Unclear formatting

> ] B OLAI L e Bt O 1O e O T (b)) Al RN KN ol ezl O 3
3l Tt Ol vs 65 Tt S

Ambiguous phrasing

S G ey s Ol SV ol ol G~ Kl ods e b e b Al ) (a2 L
KGO I YC P VRRE | Y [PRS R T\ [ DU R (R B Y WK AR N S Pl L

Refined Clear formatting

Lot QLA 0 (B Wikt G 5pd2 ad e OlA)) F Rt Ol T e Lo U1 23V DGV ool ezl A G
G ) G5 Tmte Ol s (el o LA 3 O Ul Rate LA e (el gble Jott OU) 20
(b 585 o laan) Sl st S oo (35701 Talatl

Enhanced clarity

W) LA e o0 (32l ~ g2 - ) 3l G~ K8 s T ile b bl d el oo oo L L
Taall L) G tan o> (Pl e B Y - bl uglen) SLA s BUY B L (el Sl G B a0 W1 Lol
(53¢ o oas) S oo ol ol a2l gl o (ol Bl ) SV a8 2L

Fill-in-blank Missing context J Al s site Peptide . site acyl Amino o jaludl 51 Gl LI C_.uv Ol 3 o desiae 12 pobind
TEAA 35l -
Clear context acyl Amino . (Slgal Gols 2lpe) Salldl S QAN T e e giae LT e (42 o ol 8

(112 5less” SLde) TEAA me el o5 (i) S5 @5e) site Peptide i (aiooY) (2leY) Ly ye) site

A.4 Hyperparameters

Table 6: Decoding hyperparameters used for all experiments with Gemini 2.5 Flash.

Parameter Value

Temperature (1) 0.1
Top-p 0.8
Top-k 40
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B Prompt Templates

This appendix contains the complete prompt templates used in our experiments for reproducibility.

Table 7: Complete prompt templates used in Sub-Task 1 and Sub-Task 2.

Prompt Type

Template

Arabic Few-Shot (AFS)

o )l Bl 2] 2l A e Gales Y B AV A o B Gy s b el o
el 3l Y1 s o1 AV )

iz ) e S ale] Sl Vi et e e sl bl e g
Al el Ol by ST sl 15 L 58 sl e 3L IS L aled o
Few-shot examples: il 4l Y Sl & AN Sl 552 Y s dIg) :(L_,:%Y\ éc) 1 Jul

2 [... 5 more examples]

3 ) sl 123506 Rl 2l SLLEL ey 15l T30 ol e 1l LY Sl
Bl W) e o4 V1L ) ] Bl V) i W3 il SV (B B Bl 2l ag e
i Tty Lo b okl 085 0F g 1(e,L0) 2 gl

Translation (ETA)

You are a medical translation expert. Translate the following Arabic medical question into En-
glish following these exact requirements: 1. Maintain the medical accuracy and terminology 2.
Format the question properly with options A, B, C, D, E 3. Use "**except**” formatting when
the question asks for the wrong/false option 4. Keep the medical context and meaning intact 5.
Use proper English medical terminology

Refinement (RFA)

o Al Bl AU L L RSy iy e P e ) o) o Ey B G s
LAV Sl g5 o S SRLA L3 (6 6 oz oo ) QUL gt 12 Gl R el T s de B
25-15) Tz b2 ol r3lo] Collan o2 6 2 Y1 L )l Slolaal) L5 el 50l 18,31 14
sl ol e SLLE e sl S (W

Generation (Sub-Task 2)

Bl Y1 Shiape o ) B By 385 T Sl s 3 iy (Bign 2 Ly s ks A
Jeoth 1 il Slded) o 1 SR o sty S I e i i pne b Ol o
Basd) £l il 138 all Lol 12 vl ) Gl ol 3 Bl 5,5 AR
Al SUS ST 4l L T g8 8 Yl Al Y B 13 i ) el (LG
ol L)) Oladlaall a1 Oladlall oAV 4 Sides § 2L Bla] 08 i il 2kl Sl jLalu
o M o @ Slededl 31 i pmpaidl 16 Blal 2l s (T Y el 5 )l
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