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Abstract
Pre-trained language models (PLMs) show po-
tential for advancing mental health care, yet
their effectiveness in Arabic mental health con-
texts is underexplored. This study evaluates
PLMs on two multi-label classification tasks
from the AraHealthQA 2025 shared task Track
1: question categorization and answer strat-
egy classification. We systematically evalu-
ate several LLMs spanning Arabic-specialized,
multilingual, and general-purpose architectures
using zero-shot inference, with comparative
analysis revealing Qwen3-14B’s superior per-
formance. Our approach combines prompt-
based inference, label mapping, and strategi-
cally crafted Arabic prompts. Experiments on
350 training and 150 test samples demonstrate
competitive performance, securing 4th place
in both tasks (Question F1: 0.52, Answer F1:
0.76; Question Jaccard: 0.41, Answer Jaccard:
0.66). These findings reveal strengths and limi-
tations of current PLMs for detecting complex
intents in Arabic mental health contexts.

1 Introduction

Pre-Trained Language Models (PLMs) have trans-
formed many domains, including medicine (He
et al., 2023), yet research on their application to
mental health remains nascent. PLMs offer promis-
ing support for patients and tools for healthcare
providers, from conversational agents (Liu et al.,
2023; Brocki et al., 2023) to classifying user input
for therapeutic intervention (Sharma et al., 2023).
However, effective mental health PLMs must grasp
symptom nuances and subjectivity, a greater chal-
lenge for Arabic. Spoken by over 400 million peo-
ple, Arabic’s rich morphology, dialect diversity,
right-to-left script, and context-sensitive character
shapes complicate NLP (Guellil et al., 2021). De-
spite advances in other languages (Atapattu et al.,
2022; Kabir et al., 2022; Sun et al., 2021), Arabic
mental health NLP is underexplored, with limited
prior studies (Abdulsalam et al., 2024; Aldhafer

and Yakhlef, 2022; Al-Musallam and Al-Abdullatif,
2022; Al-Laith and Alenezi, 2021; El-Ramly et al.,
2021).
This paper reports our submission to AraHealthQA
2025 Track 1 (Alhuzali et al., 2025), which tar-
gets Arabic mental health discourse. We assess
zero-shot performance of large PLMs, particularly
Qwen3-14B, on multi-label Question Categoriza-
tion and Answer Strategy Classification. Rank-
ing 4th in both subtasks, our results show zero-
shot PLMs can approach fine-tuned models in low-
resource, culturally specific settings. This paper’s
main contributions are as follows:

• First prompt-based, zero-shot classification on
MentalQA 2025 without fine-tuning.

• Culturally adapted Arabic prompts for mental
health classification.

• Systematic evaluation demonstrating Qwen3-
14B’s competitive performance.

• Analysis of PLM strengths and limitations for
Arabic mental health contexts.

Implementation details are available at1.

2 Background

2.1 Task Description
ArahealthQA Track 1 is a shared task on Arabic
mental health question answering, consisting of:

• Sub-Task 1: Multi-label Question Categoriza-
tion2 —classifying questions into predefined
categories (Table 1 ).

• Sub-Task 2: Multi-label Answer Strategy
Classification3 — categorizing answers ac-
cording to predefined strategies (Table 1 ).

1https://github.com/AdibAFC/Quasar_
ArahealthQA-Track1-MentalQA

2https://www.codabench.org/competitions/8559/
3https://www.codabench.org/competitions/8730/
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# Q-Types # A-Types

A Diagnosis 1 Information
B Treatment 2 Direct Guidance
C Anatomy and Physiology 3 Emotional Support
D Epidemiology
E Healthy Lifestyle
F Provider Choices
Z Other

Table 1: Question (Q) and Answer (A) types.

2.2 Dataset
The shared task uses the MentalQA dataset (Al-
huzali et al., 2024), containing 500 annotated Ara-
bic Q&A posts (350 development, 150 test) special-
ized in mental health discourse. Table 2 illustrates
input-output examples.

Table 2: Sample input-output mapping with Arabic
question-answer and corresponding labels

2.3 Related Work
PLM development for English has progressed
rapidly with models like BERT (Devlin et al.,
2019), RoBERTa (Liu et al., 2019), and XLNet
(Yang et al., 2019). Despite Arabic being the fourth
most prevalent language online with over 400 mil-
lion speakers, few PLMs exist due to Arabic’s lin-
guistic complexity (Shaalan et al., 2019). Men-
tal health NLP research has primarily focused on
English, leaving Arabic question and answer clas-
sification underexplored. The recent MentalQA
dataset marks important progress, with reviews
emphasizing the need for specialized Arabic NLP
resources in mental health (Alasmari, 2025). Re-
cent efforts also include MedArabiQ, benchmark-
ing large language models on Arabic medical tasks
(Abu Daoud et al., 2025).
Recent developments in Arabic mental health NLP
have shown promising advances (Alhuzali and
Alasmari, 2025; Zahran et al., 2025), demonstrating
both the effectiveness of domain-specific adapta-
tions and the challenges of applying contemporary
LLMs to Arabic mental health discourse. Prac-
tical applications have emerged (Bensalah et al.,
2024), leveraging AI for multilingual mental health
support. Comprehensive reviews (Alasmari, 2025)

have systematically analyzed Arabic NLP applica-
tions in mental health, identifying key gaps and
research directions.
This work provides novel benchmarks and insights
for culturally aware, low-resource Arabic mental
health NLP applications through large-scale multi-
lingual PLMs and prompt-based adaptation.

3 System Overview

Our system evaluates multiple large language mod-
els for Arabic medical question classification us-
ing a unified zero-shot inference pipeline. We sys-
tematically compare six models, spanning Arabic-
specialized, multilingual, and general-purpose ar-
chitectures, to assess their effectiveness specifically
in mental health discourse classification.

3.1 Model Selection Rationale

We selected models based on three criteria: (1)
Arabic language capabilities, (2) architectural di-
versity (encoder-only vs decoder-only), and (3)
computational feasibility. The Qwen family was
chosen for demonstrated multilingual performance,
Llama3.1 for its broad adoption and Arabic sup-
port, DeepSeek for its reasoning capabilities, and
AraBERTv2 as the Arabic-specialized baseline.

3.2 Multi-Model Architecture Framework

Our evaluation framework accommodates di-
verse architectures, dividing them into genera-
tive (decoder-only) and classification (encoder-
only) models. The generative models include
Qwen3-14B4 (14.8B parameters), Qwen2.5-7B5,
and Qwen2-7B6, each with a 32K context length,
Llama3.1-8B — Meta’s instruction-tuned multi-
lingual model7, and DeepSeek R1-7B — a dis-
tilled model8 optimized for reasoning tasks. On the
classification side, we use AraBERTv2, an Arabic-
specialized BERT variant (aubmindlab/bert-base-
arabertv29). To handle large models, we apply
4-bit NF4 quantization, which reduces memory
usage by approximately 75% without compromis-
ing performance (Dettmers et al., 2021). Memory

4https://huggingface.co/Qwen/Qwen3-14B
5https://huggingface.co/unsloth/Qwen2.

5-7B-Instruct
6https://huggingface.co/Qwen/Qwen2-7B
7https://huggingface.co/meta-llama/Llama-3.

1-8B-Instruct
8https://huggingface.co/deepseek-ai/

DeepSeek-R1-Distill-Qwen-7B
9https://huggingface.co/aubmindlab/

bert-base-arabertv2
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Table 3: Structured prompt templates for Arabic question classification (left) and answer classification (right).

optimization is further achieved through dynamic
GPU memory management, and the entire system
is implemented within the unified Hugging Face
ecosystem (further details are in Appendix A).

3.3 Methodology
Our approach ensures consistent evaluation proto-
cols across all models using task-specific Arabic
prompts designed for cross-model compatibility.
These prompts include structured category listings
and reasoning instructions, as summarized in Table
3. We apply model-specific adaptations such as
enabling thinking_mode=True in Qwen models
to facilitate structured reasoning, while other gen-
erative models use standard chat templates with
equivalent reasoning prompts. For BERT-based
models, classification heads are employed with
prompt-based input formatting. Outputs from all
models undergo a robust regex-based extraction
process capable of handling multilingual responses
effectively, as illustrated in Figure 1.

Figure 1: Regex-based pattern recognition process for
extracting categories from Arabic and English responses

3.4 System Pipeline and Algorithm
Our system employs a structured zero-shot clas-
sification pipeline supporting both generative and
classification models under a unified framework.
As illustrated in Figure 2, it uses task-specific Ara-
bic prompts with structured reasoning and model-
specific strategies like thinking mode to ensure

consistent classification of medical questions. Out-
puts are standardized through a robust regex-based
multi-pattern label extraction process, enabling di-
rect comparison among Arabic-specialized, mul-
tilingual, and general-purpose models within the
same system.

Figure 2: Zero-shot Arabic medical classification
pipeline supporting multiple LLM architectures with
unified prompt engineering and evaluation framework

3.5 Technical Challenges and Solutions

Achieving consistent Arabic understanding across
diverse architectures was a key challenge. Our
framework supports both encoder-only models like
AraBERTv2 and decoder-only generative models
such as Qwen, Llama, and DeepSeek, enabling
direct comparison. Dynamic prompt engineering
and modular regex-based output processing ensure
robustness across varied response formats and lan-
guages. Memory limitations were managed with
adaptive quantization—4-bit NF4 for large models
and standard precision for smaller ones. Evaluation
uses probabilistic thresholds and macro-averaged
F1 scores for standardized, fair assessment across
all models.

3.6 System Example

Detailed examples of model classifications for both
questions and answers are provided in Appendix B,
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Figures 5 and 6.

4 Experimental Setup

4.1 Data Usage and Implementation
The model is used in a zero-shot setting without
fine-tuning. Train_Dev.tsv (350 samples) was used
for evaluation with gold-standard labels, while
test.csv (150 samples) was used for blind inference.
Arabic questions were processed without prepro-
cessing to preserve semantic integrity. Prompts
were constructed in Arabic with explicit multi-
category classification instructions.

4.2 Evaluation Metrics
The model’s performance on the labeled
Train_Dev.tsv set was evaluated using the
Weighted F1-Score and Jaccard Similarity.

F1weighted =

∑n
i=1wi · 2·precisioni·recalli

precisioni+recalli∑n
i=1wi

Jaccard(Ti, Pi) =
|Ti ∩ Pi|
|Ti ∪ Pi|

where Ti and Pi are the ground-truth and predicted
label vectors for sample i, wi is the number of
true instances of class i, and n is the total number
of classes. Complete implementation details are
provided in Appendix A.

5 Results

5.1 Development Set Evaluation
We report performance of various LLMs on
both classification tasks using the labeled
Train_Dev.tsv dataset in zero-shot setting.

Model Question Class. Answer Class.

F1-Score Jaccard F1-Score Jaccard

Random Baseline 0.326 0.199 0.541 0.378
Majority Class 0.245 0.193 0.451 0.397
Weighted Random 0.386 0.250 0.587 0.432

Qwen3-14B 0.507 0.363 0.767 0.628
Qwen2.5-7B 0.504 0.356 0.693 0.529
Qwen2-7B 0.499 0.344 0.688 0.530
DeepSeek R1-7B 0.330 0.213 0.723 0.556
Llama3.1-8B 0.315 0.207 0.632 0.541
AraBERTv2 N/A N/A 0.466 0.563

5.2 Official Competition Results
Our best-performing system (Qwen3-14B)
achieved 4th place in both subtasks on the blind
test set (150 samples):

• Question Classification: Weighted F1-Score
= 0.52, Jaccard = 0.41

• Answer Classification: Weighted F1-Score =
0.76, Jaccard = 0.66

5.3 Comparative Analysis
Qwen3-14B consistently outperformed other mod-
els and baseline methods, with performance sub-
stantially exceeding random, weighted and major-
ity class baselines. Complete baseline analysis and
model comparisons are provided in Appendix C.

5.4 Error Analysis
Analysis of confusion matrices reveals key error
patterns: Question classification shows frequent
confusion between Diagnosis and Healthy Lifestyle
(89 cases), and between Treatment and Diagnosis
(111 cases). Answer classification shows signif-
icant confusion between Information vs. Direct
Guidance categories. Technical issues included
irregular formatting requiring robust regex post-
processing and occasional model refusal to classify
ambiguous content.

Technical Implementation Issues

• Irregular formatting requiring robust regex
post-processing

• Inconsistent Arabic/English label mixing in
model outputs

• Occasional model refusal to classify ambigu-
ous mental health content

The confusion matrices (Figures 3 and 4) illus-
trate these classification patterns, with diagonal
dominance indicating generally good performance
despite the identified challenges. Specific examples
of model output errors for both tasks are provided
in Appendix D

5.5 Cross-Architecture Analysis
Our systematic evaluation reveals distinct perfor-
mance patterns across model architectures:

Qwen Family Dominance: The Qwen mod-
els (Qwen3 > Qwen2.5 > Qwen2) demonstrate su-
perior Arabic comprehension, with Qwen3-14B
achieving the highest scores in both tasks. This sug-
gests that the Qwen architecture’s multilingual pre-
training particularly benefits Arabic mental health
discourse.

Model Size Effects: Larger models gener-
ally outperform smaller ones within the same
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Figure 3: Question Classification Confusion Matrix

Figure 4: Answer Classification Confusion
Matrix

family, with Qwen3-14B (14B) outperforming
Qwen2.5-7B and Qwen2-7B in question classifica-
tion, though the gap is smaller for answer classifi-
cation.

Specialized vs General Models: The compari-
son between Arabic-specialized AraBERTv2 and
multilingual generative models reveals that recent
large multilingual models can match or exceed spe-
cialized models in domain-specific tasks.

6 Discussion

6.1 Model Architecture Insights

Our comparative analysis reveals several insights:
(1) The Qwen family’s superior performance sug-
gests that certain multilingual pre-training strate-
gies better capture Arabic linguistic nuances,
(2) Decoder-only models generally outperform
encoder-only models for these classification tasks,
and (3) Model size provides diminishing returns
within the same architecture family.

6.2 Arabic-Specific Challenges

The performance gap between models highlights
the continued challenges in Arabic NLP, where
models not specifically designed for Arabic under-
perform significantly (Llama3.1 vs Qwen3-14B:
0.315 vs 0.507 F1 for questions).

7 Conclusion

We presented a systematic evaluation of multiple
LLM architectures for zero-shot Arabic mental
health classification, with our best system (Qwen3-
14B) achieving 4th place in both tasks. Our compar-
ative analysis demonstrates that recent multilingual
models can achieve competitive performance with-
out fine-tuning, though significant performance
gaps exist between model families. The Qwen
architecture’s superior performance suggests that
specific multilingual pre-training strategies better
capture Arabic linguistic nuances. Limitations
include lack of domain-specific adaptation and
output format variability across models. Future
work includes domain-specific fine-tuning on larger
Arabic medical corpora, incorporating retrieval-
augmented generation for contextual understand-
ing, evaluation across diverse Arabic dialects, in-
vestigating prompt engineering techniques for med-
ical domains.
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A Implementation Details

A.1 Technical Environment
• Hardware: NVIDIA A100 GPU (80GB

VRAM), 128GB RAM
• Software: Python 3.10, CUDA 11.8, Trans-

formers v4.51.0, PyTorch v2.2.0, BitsAnd-
Bytes v0.43.0

A.2 Multi-Model Configuration Parameters
Generative Models (Qwen, Llama, DeepSeek):
Temperature: 0.7, max_new_tokens: 512, top_p:
0.9, repetition_penalty: 1.1. Model-specific adap-
tations: Qwen models use thinking_mode=True,
DeepSeek uses temperature=0.3 for reasoning,
Llama3.1 uses standard instruct templates.

Classification Model (AraBERTv2): Linear
classification head (768 → num_labels), max se-
quence length: 512, full precision due to smaller
size and architectural differences.

Quantization Strategy: 4-bit NF4 for models
>10B parameters (Qwen3-14B), 8-bit or full preci-
sion for smaller models based on VRAM availabil-
ity.

A.3 Architecture-Specific Implementation
Decoder-Only Models: Unified generation
pipeline with model-specific chat templates and
reasoning prompts. Output processed via regex
extraction and label mapping.

Encoder-Only Model (AraBERTv2): Direct
classification using linear head with sigmoid acti-
vation for multi-label prediction. Compatible only
with answer classification task due to formatting
constraints.

A.4 Memory Management and Evaluation
Sequential model loading with dynamic quantiza-
tion prevents OOM errors. Memory requirements:
Qwen3-14B (4-bit): 8GB, 7B models (8-bit): 4-
6GB, AraBERTv2: 1GB. All models evaluated
using identical metrics (sklearn implementation)
with average=’weighted’ for fair comparison. .
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B System Example Figures

Figure 5: This demonstrates classification of a question
about repetitive behaviors and obsessive thoughts, re-
lated to OCD. The system analyzes that the person is
describing symptoms consistent with OCD and seeking
understanding rather than directly asking for diagnosis.
It classifies this as Category A (Diagnosis) since the
question involves determining if symptoms align with a
specific condition.

C Baseline Analysis and Extended
Results

C.1 Baseline Implementation
To validate task difficulty and model performance,
we implemented three baseline methods: a random
baseline that assigns labels uniformly at random
across categories; a majority class baseline that al-
ways predicts the most frequent label combination
from the training data; and a weighted random base-
line that assigns labels randomly but proportional
to their frequency in the training set.

C.2 Baseline Performance Analysis
Baseline results demonstrate the inherent difficulty
of both tasks:

• Question classification baselines achieve F1
scores of 0.245-0.386, indicating high task
complexity with 7 possible categories

• Answer classification baselines achieve higher
F1 scores of 0.451-0.587 due to fewer cate-
gories (3 vs 7)

• Our Qwen3-14B model achieves 1.6-2.1× im-
provement over best baselines, confirming
meaningful performance gains

Figure 6: This shows the system classifying a medical
response about Cognitive Behavioral Therapy (CBT).
The Arabic text discusses CBT treatment and medica-
tion options. The system’s thinking process correctly
identifies this as providing factual information about
treatment options and classifies it as Strategy 1 (Infor-
mation) since it gives facts about effectiveness without
offering comfort, reassurance, or specific guidance.

C.3 Extended Model Comparison
The Qwen model family demonstrates superior Ara-
bic understanding compared to other architectures:

• Qwen3-14B vs Qwen2.5: Marginal improve-
ments in both tasks, suggesting architectural
refinements

• Qwen vs Llama3-8B: Substantial gaps (0.507
vs 0.315 F1 for questions), highlighting multi-
lingual pre-training advantages

• DeepSeek R1-7B: Strong answer classifica-
tion (0.723 F1) but weaker question classifica-
tion, indicating specialized strengths

C.4 Label Distribution Analysis
Training data shows imbalanced distributions af-
fecting baseline performance:

• Question categories: "Diagnosis" (45.2%),
"Treatment" (32.1%), "Other" (18.7%), re-
maining categories <5% each

• Answer strategies: "Information" (52.3%),
"Direct Guidance" (31.4%), "Emotional Sup-
port" (16.3%)

• This imbalance explains why majority class
baselines perform poorly despite dataset size

D Error Analysis Examples
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Table 4: Examples of question category classification errors showing model predictions vs. ground truth labels for
Arabic mental health questions

Table 5: Examples of answer strategy classification errors showing model predictions vs. ground truth labels for
Arabic mental health responses
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