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Abstract

This paper presents our submission to the Ara-
HealthQA 2025 shared task (Alhuzali et al.,
2025), Sub-task 3: Arabic Mental Health Ques-
tion Answering. We evaluated four large lan-
guage models—GPT-40, Gemini, Allam, and
Qwen—using various prompting strategies. A
simple 3-shot prompt, instructing the model to
respond in Arabic, consistently outperformed
zero-shot, 5-shot, and more complex meth-
ods. GPT-40 achieved the best results, with
a BERTScore F1 of 0.670 on the official hid-
den test set, ranking 2nd overall. The system
required no fine-tuning or external data, relying
solely on prompt design and consistent evalua-
tion.

1 Introduction

Mental health disorders, such as obsessive-
compulsive disorder (OCD), depression, and sui-
cidal ideation, affect millions worldwide, signif-
icantly impairing well-being and daily function-
ing (World Health Organization, 2022). Early in-
tervention can enhance recovery, prevent severe
outcomes like self-harm, and reduce the broader
societal and economic burden (Patel et al., 2018).
Moreover, prioritizing mental health care helps
break stigma and encourages individuals to seek the
support they need. The AraHealthQA 2025 shared
task (Alhuzali et al., 2025) addresses the growing
demand for accessible and culturally appropriate
mental health resources for Arabic-speaking pop-
ulations. It highlights both the social importance
of providing trustworthy support and the technical
challenges posed by modeling Arabic psycholog-
ical discourse. The shared task comprises three
subtasks; our work focuses on Subtask 3: Question
Answering, which requires generating accurate, in-
formative, and empathetic answers to mental health
questions written in Arabic.

We experimented with four large language
models (LLMs)—GPT-40 (OpenAl, 2024), Gem-

ini (Team et al., 2023), Allam (Bari et al., 2024),
and Qwen (Qwen Team, 2024)—and explored mul-
tiple prompting strategies, including zero-shot, few-
shot, chain-of-thought (Wei et al., 2022), and self-
consistency (Wang et al., 2022). Prompt selec-
tion was conducted using Meta’s LLaMA-3-70B-
Instruct model (8192-token context) as an LLM-
as-a-judge, evaluated via BERTScore F1 (Zhang
et al., 2019). After iterative testing, we adopted a
3-shot prompting approach and selected GPT-40 as
our final submission model, based on its alignment
with expert-written answers.

Our system achieved 2nd place in the official
leaderboard with a BERTScore F1 of 0.670. Key
challenges during development included ensuring
clean and well-structured input data, enforcing con-
sistent and controlled answer formats, and handling
ambiguous or emotionally sensitive queries that re-
quire careful phrasing to avoid misinterpretation,
especially in a mental health context where psycho-
logical state and cultural background may influence
understanding.

The full code and evaluation scripts are
available at: https://github.com/njoudae/
AraHealthQA_2025_subtasck_3/tree/main.

2 Related Work

Recent years have seen significant progress in Ara-
bic NLP for mental health, although challenges like
limited data and cultural complexities still hinder
its development. (Alasmari, 2025) offers a scoping
review that outlines the current state of Arabic NLP
in mental health, covering methods from classical
machine learning models like SVM and Random
Forest to more advanced transformer models such
as AraBERT and MARBERT. The review notes a
strong focus on detecting depression and suicidal
tendencies, often leveraging social media data, and
sheds light on both the strengths and drawbacks
of existing techniques. While transformer models

149

Proceedings of The Third Arabic Natural Language Processing Conference, pages 149-154
November 8-9, 2025 ©2025 Association for Computational Linguistics


https://orcid.org/0009-0007-7940-2094
https://github.com/njoudae/AraHealthQA_2025_subtasck_3/tree/main
https://github.com/njoudae/AraHealthQA_2025_subtasck_3/tree/main

have delivered impressive results, the study em-
phasizes the lack of dataset variety and the urgent
need for culturally aware tools that accommodate
dialectal differences and address societal stigma in
Arabic-speaking regions.

Expanding on this groundwork, (Alhuzali and
Alasmari, 2025) carried out a practical assessment
of pre-trained language models (PLMs) for classify-
ing Arabic mental health Q&A using the MentalQA
dataset. They compared traditional machine learn-
ing techniques, Arabic PLMs like MARBERT and
CAMEeLBERT, and prompt-based approaches using
GPT-3.5/4. Their findings revealed that PLMs sig-
nificantly outperformed older feature-based mod-
els, with MARBERT delivering the best results.
Interestingly, GPT-3.5 prompt-based methods ex-
celled in few-shot learning situations, showing
promise for applications in low-resource languages.
However, the study also highlighted a critical lim-
itation: the small size of the MentalQA dataset
(only 500 samples), which impacts how broadly
the findings can be applied.

Shifting the focus to real-world applica-
tions, (Bensalah et al., 2024) introduced Mind-
Wave, a bilingual Arabic—English mental health
support app. The system uses NLP and sentiment
analysis on both text and voice inputs to identify
signs of burnout and depression. To tackle the short-
age of Arabic sentiment datasets, the researchers
built a large parallel English—Arabic medical cor-
pus containing 945,000 sentences. They then fine-
tuned machine translation models to develop clas-
sifiers tailored to Arabic. Additionally, the study
compared various Arabic tokenization techniques,
offering useful insights into best practices. Unlike
previous efforts that focused mainly on classifica-
tion or Q&A tasks, MindWave showcases how NLP
tools can be seamlessly integrated into interactive
support platforms and communities.

Lastly, (Zahran et al., 2025) performed a wide-
ranging evaluation of large language models
(LLMs) in the context of Arabic mental health.
This study stands out as one of the first to deeply as-
sess how well LLMs function in this domain. The
authors pointed out both the benefits and risks of
LLMs: while these models can generate meaning-
ful and relevant responses, concerns about empathy,
cultural appropriateness, and safety persist. Com-
pared to more specialized PLMs, general-purpose
LLMs showed inconsistent reliability, reinforcing
the need for domain-specific adaptation and human
monitoring. Collectively, these studies highlight

the importance of building richer datasets, adopt-
ing multifaceted evaluation methods (beyond basic
accuracy scores like BERTScore), and developing
culturally sensitive NLP tools. Our research builds
on these findings by focusing on prompt-based eval-
uation within the AraHealthQA framework, tack-
ling both performance and ethical dimensions in
this underexplored area.

3 Task and Dataset Description

The AraHealthQA 2025 shared task (Alhuzali et al.,
2025) provides a benchmark dataset for evaluating
Arabic mental health question answering systems.
The dataset, MentalQA, was recently accepted in
IEEE ACCESS and consists of 500 annotated sam-
ples of real user-submitted psychological questions
and expert-written answers in Arabic (Alhuzali
et al., 2024).
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Figure 1: Data samples from MentalQA.

We participated in Sub-task 3: Question Answer-
ing, which requires generating expert-level answers
to Arabic mental health questions. This task builds
on the earlier classification sub-tasks and aims to
develop systems capable of providing accurate and
useful responses. The official evaluation metric
used for Sub-task 3 is BERTScore (F1).

While recent studies have begun to explore Ara-
bic NLP for mental health, prior work has primarily
focused on resource creation, small-scale evalua-
tions, or application-level prototypes. Building on
these efforts, our contribution is to systematically
evaluate multiple large language models on the
AraHealthQA dataset and to analyze differences in
response quality and their alignment with expert-
written answers in the Arabic psychological do-
main.

4 System Description

Our system follows a structured prompt-based gen-
eration workflow using pre-trained large language
models (LLMs) without any fine-tuning. The pro-
cess which consists of four stages: (1) data prepa-
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ration, (2) prompt design, (3) model setup, and (4)
evaluation, was provided in Appendix Figure 2

4.1 Data Preparation

We used the AraHealthQA Subtask 3 dataset,
which contains 350 samples for training and devel-
opment, and 150 samples for testing. All samples
were kept in Arabic to preserve cultural and linguis-
tic nuances. The dataset was cleaned, and minor
inconsistencies were corrected to ensure reliability,
and example selection ensured topical diversity and
cultural appropriateness.

4.2 Prompt Design & Strategies

Prompts were designed using real question—answer
pairs from the dataset. We experimented with:

e Zero-shot

¢ Few-shot (3-shot, 5-shot)

Chain-of-thought (CoT) (Wei et al., 2022)
* Self-consistency (Wang et al., 2022)
* Ensemble refinement

Zero-shot achieved a BERTScore F1 of 0.61, while
3-shot improved to 0.66. Self-consistency with 3-
shot produced stable results, but 5-shot and CoT
slightly degraded performance. Ensemble refine-
ment did not improve scores.

4.3 Model Setup

The final configuration fixed the 3-shot prompt for-
mat across all models. No external data beyond the
provided samples were used. Models included:

* GPT-40 (OpenAl, 2024)
¢ Gemini (Team et al., 2023)
e Allam (Bari et al., 2024)
* Qwen (Qwen Team, 2024)

Models were accessed via public APIs or Hugging
Face, and all runs used fixed seeds for reproducibil-

ity.
4.4 Evaluation

For each test question, a 3-shot prompt was
dynamically constructed. Model outputs were
compared against expert-written answers using
BERTScore F1 (Zhang et al., 2019). GPT-40
achieved the highest balance between accuracy and

empathy, Gemini was empathetic but less precise,
Allam favored technical terminology, and Qwen
tended toward generic responses.

S Experimental Setup
Data Split Usage

For Subtask 3, the organizers released 350 anno-
tated samples for training and development, and
150 samples as a hidden test set (Table 1). Each
entry contains: (1) the question, (2) the expert-
written answer, (3) the question type, and (4) the
answer strategy. Question types include diagno-
sis, treatment, epidemiology, and healthy lifestyle,
while answer strategies are informational, direct
guidance, and emotional support.

Table 1: MentalQA dataset distribution for Subtask 3.

Train/Dev  Test
350 150

Total
500

Samples

From the training split, we selected 10 represen-
tative question—answer pairs covering all question
types and answer strategies to construct prompting
examples. These examples were fixed and reused
across all prompting strategies to ensure fair com-
parisons. Final evaluation was conducted on the
entire hidden test set.

External Tools and Libraries

All models were used in their original form without
fine-tuning:

¢ GPT-40 and Gemini: accessed via their offi-
cial APIs (accessed on 20 July 2025).

* Allam and Qwen: accessed via Hugging Face
Inference API (accessed on 20 July 2025).

e LLaMA-3-70B-Instruct (Grattafiori et al.,
2024): accessed via Groq API (Groq, 2024)
for prompt evaluation (accessed on 20 July
2025).

Table 2 summarizes the full prompting configu-
rations used for each model.

Model Temp. Top-p Max tokens
GPT-40 0.1 0.9 1024
Gemini 2.5 0.1 0.9 1024
ALLaM-7B 0.1 0.9 1024
Qwen2.5-7B 0.1 0.9 1024
LLaMA-3 70B 0.1 0.9 1024

Table 2: Prompting parameters used across models.
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Key libraries

* Hugging Face Hub version: 0.34.3

BERTScore v0.3.11

* openai v(.28

* Google Generative Al version: 0.8.5

Python 3.11.13

Evaluation Metric

We used BERTScore F1 (Zhang et al., 2019) with
the multilingual model to compare system outputs
against expert-written answers. Scores were com-
puted using the official bert_score implementa-
tion (v0.3.11) with default multilingual settings
for Arabic. This metric measures semantic simi-
larity between generated answers and references,
accounting for lexical and contextual matches.

Detailed results and prompt strategy that used
are shown in Appendix Figure 3

6 Results

Our final system, which used GPT-40 with 3-shot
prompting, achieved a BERTScore F1 of 0.67 on
the official test set and was ranked 2nd overall
in Sub-task 3 of the AraHealthQA 2025 shared
task (Alhuzali et al., 2025).

The full results of model comparisons and
prompting strategies are presented in Appendix
Table 4 and Table 3

Table 3: BERTScore F1 performance of different LLMs
on the official train set (3-shot prompting).

Model BERTScore F1
GPT-40 0.6551
Allam 0.6316
Gemini 0.6210
Qwen 0.6131

Table 4: BERTScore F1 performance across different
prompting strategies, evaluated using LLaMA-3-70B-
Instruct.

Prompting Strategy BERTScore F1
Zero-shot 0.6100
3-shot 0.6600
3-shot + self-consistency 0.6600
Few-shot (5-shot) 0.6400
Chain-of-thought 0.6150
3-shot + ensemble refinement 0.6100

LLaMA-3-70B-Instruct was used only as a ref-
erence model to compare prompting strategies (Ta-
ble 4) and was not included in Table 3, since our
leaderboard submission relied on other models.

In the development phase, we conducted exten-
sive ablation studies to compare various prompting
strategies across multiple models. 3-shot prompt-
ing consistently outperformed zero-shot, 5-shot,
and more complex techniques such as chain-of-
thought reasoning, self-consistency, and ensem-
ble refinement. While chain-of-thought prompting
introduced more structured reasoning, it slightly
decreased performance on BERTScore metrics. In-
creasing to 5-shot did not yield additional benefit
and often produced redundant outputs. As a re-
sult, 3-shot prompting was selected for its superior
performance and simplicity.

In the development phase, we conducted exten-
sive ablation studies to compare various prompting
strategies across multiple models. 3-shot prompt-
ing consistently outperformed zero-shot, 5-shot,
and more complex techniques such as chain-of-
thought reasoning, self-consistency, and ensem-
ble refinement. While chain-of-thought prompting
introduced more structured reasoning, it slightly
decreased performance on BERTScore metrics. In-
creasing to 5-shot did not yield additional bene-
fits and often produced redundant outputs. As a
result, 3-shot prompting was selected for its su-
perior performance and simplicity. No major hal-
lucinations or foreign-language artifacts were ob-
served in the generated answers. Notably, the se-
lected model (GPT-40) avoided making explicit di-
agnostic claims or recommending specific medical
treatments. Instead, the system provided general
guidance, informative responses, and help-seeking
suggestions — a desirable behavior for mental
health applications where only qualified profession-
als should deliver clinical diagnoses or therapeutic
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interventions. This aligns well with the task’s goal
of producing educational and supportive content
without overstepping ethical boundaries. All re-
ported results are based on the official submission.
No post-submission modifications or evaluations
were performed.

All reported results are based on the official sub-
mission. No post-submission modifications or eval-
uations were performed.

7 Limitations

The dataset is relatively limited in size, which re-
stricts the ability to generalize the findings. As
a result, there’s a need to expand the database in
the future. While the BERTScore F1 serves as a
useful metric for quantitative assessment, relying
solely on it falls short of capturing critical elements
such as empathy, safety, and cultural nuances. To
address this, we plan to implement a more holistic
set of evaluation standards moving forward. These
will encompass emotional factors, health relevance,
contextual appropriateness, harm prevention, and
risk awareness. We aim to combine the LL.M-as-
a-Judge framework with human judgment to pro-
duce outcomes that are both more trustworthy and
grounded in real-world considerations.

8 Conclusion and future work

In this work, we presented a prompt-based question
answering system for Arabic mental health queries,
developed as part of the AraHealthQA 2025 shared
task. Our final system was built on GPT-40 using
3-shot prompting with carefully selected examples
from the training data. The system demonstrated
the ability to generate coherent, informative, and
non-diagnostic responses that were consistent with
the expert-written reference answers provided in
the dataset.

For future work, we plan to explore fine-tuning
Arabic LLMs on the full dataset to enhance con-
textual alignment, as well as investigate retrieval-
augmented generation (RAG) techniques to inte-
grate external knowledge sources and improve fac-
tual accuracy in complex queries. We also intend
to involve mental health professionals in the evalu-
ation process to assess the psychological appropri-
ateness and safety of model-generated answers.
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A Appendix

Data Preprocessing
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Figure 2: System pipeline

B Appendix

3-Shot Prompt Strategy

Figure 3: An illustrative example from the MentalQA
dataset showing the question, gold reference, and gener-
ated answers using prompting strategies (3-shot).

C Appendix

All implementation details,
prompt examples and evaluation scripts,
are available in our GitHub repository:
https://github.com/njoudae/AraHeal thQA_
2025_subtasck_3/tree/main.

including full
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