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Abstract

This paper presents our system submitted to
TAQEEM 2025, which designed to address two
tasks: (A) holistic scoring and (B) trait-specific
scoring. We propose a GPT-4o-based methodol-
ogy that employs few-shot prompting to serve
as a grader for both tasks. Specifically, for
task A, we utilize prompt-based scoring criteria
with exemplars to assess overall essay qual-
ity. For task B, we design trait-specific prompt-
ing schemes to capture fine-grained grading as-
pects. Our system attains substantial agreement
on Task A (QWK = 0.75) and a mean QWK of
0.65 across traits for task B, outperforming the
shared task baseline on both tasks.

1 Introduction

Evaluating student essays plays a critical role in
assessing language proficiency and writing devel-
opment, particularly in educational settings where
writing is a core skill. However, traditional essay
scoring is labor-intensive, costly, and liable to inter-
and intra-rater inconsistencies caused by human
subjectivity, bias, and rater characteristics such as
severity or leniency (Uto and Okano, 2020). To ad-
dress these challenges, Automated Essay Scoring
(AES) systems have emerged as scalable and effi-
cient alternatives. When effectively implemented,
AES systems offer timely, objective, and consis-
tent scoring, mitigating rater bias and supporting
large-scale assessment contexts such as standard-
ized examinations.

Recent advancements in natural language pro-
cessing (NLP), particularly the emergence of gen-
erative large language models (LLMs) such as Ope-
nAI’s GPT-4 and Google’s PaLM, have signifi-
cantly enhanced the capabilities of AES systems.
A notable advantage of LLMs is their ability to per-
form zero-shot and few-shot scoring with minimal
supervision. Mizumoto and Eguchi (2023) demon-
strated that generative models like ChatGPT can
reliably assess essays using standardized rubrics,

confirming their feasibility and effectiveness for
AES tasks. In terms of validity and reliability,
Pack et al. (2024) and Li and Liu (2024) showed
that GPT-4 achieved substantial agreement with hu-
man raters on AES tasks. Moreover, LLMs can be
prompted to evaluate essays either via traditional
linguistic features or rubric-based criteria aligned
with human judgment (Pack et al., 2024). Recent
work highlights that prompting strategies play a
critical role in aligning LLM-generated scores with
human evaluations (Li and Liu, 2024; Liew and
Tan, 2024).

The majority of studies that have exploited
LLMs for essay scoring have concentrated on
English-language essays (Pack et al., 2024; Liew
and Tan, 2024; Yavuz et al., 2025; Katuka et al.,
2024; Yang, 2024; Flodén, 2025), with limited
studies exploring other languages such as Chi-
nese (Feng et al., 2024), Japanese (Li and Liu,
2024), and Arabic (Ghazawi and Simpson, 2025).
The scarcity of annotated essay datasets in Arabic,
which hinders the development of effective AES
systems for this language, reflects a broader chal-
lenge. To address this gap, the TAQEEM shared
task1 (Bashendy et al., 2025) invites researchers
to develop automated scoring models for Arabic
essays, evaluating both holistic and trait-specific
performance in a cross-prompt setting. Inspired by
the promising results of prior work on generative
LLM-based essay scoring, we employ OpenAI’s
GPT-4o model to simulate expert grading of Ara-
bic essays across both tasks. Our approach lever-
ages carefully crafted rubric-guided prompts and
few-shot exemplars to achieve consistent and inter-
pretable scoring across diverse Arabic texts. We
also conduct a concise error analysis quantifying
over- and under-scoring.

1https://sites.google.com/view/taqeem-2025/
home?authuser=0
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2 Task Description

The TAQEEM benchmark aims to advance auto-
mated Arabic essay scoring under cross-prompt
evaluation via two tasks.

Task A: (Holistic Scoring) requires a single
score reflecting the overall essay quality. Task
B: (Trait-specific Scoring) requires the model to
produce a separate score for seven rubric traits:
Relevance, Organization, Vocabulary, Style, Devel-
opment, Mechanics, and Grammar. The dataset
provided with the TAQEEM 2025 Shared task com-
prises 1,265 Arabic essays, divided into 425 essays
for training and 840 for testing. Each essay was
written in response to one of several prompts and
annotated by human for both tasks. This setup as-
sesses systems’ ability to generalize across prompts
while maintaining alignment with human judg-
ments.

3 Methodology

The essay grading system developed in this
study leverages OpenAI’s GPT-4o model (Hurst
et al., 2024) to simulate expert scoring of Ara-
bic essays. A small set of human-scored exam-
ples—specifically, 20 representative training sam-
ples—is embedded directly in the prompt as exem-
plars to guide the model through the grading pro-
cess, ensuring coverage of the full range of grades.
These 20 examples are randomly selected from the
training dataset across a range of score levels to
ensure diversity and enhance the model’s ability to
generalize across varying levels of essay quality,
while remaining within token constraints. Impor-
tantly, all 20 exemplars were sourced from a single
training prompt. These examples are then used
to evaluate the model on different prompts. This
checks if the model can perform well beyond the
specific prompt on which it was trained, showing
its adaptability across various inputs.

For Task A, the prompt includes a rubric for
evaluating essays written in Arabic. This rubric as-
sesses six core dimensions: content clarity, linguis-
tic correctness, structural organization, strength of
arguments, stylistic quality, and adherence to word
count requirements. The dimensions were derived
directly from the task description to ensure rele-
vance, rather than adopting the CAST rubric, which
may not have aligned with the task’s unique require-
ments. These evaluation criteria are expressed in
natural language instructions, enabling the model
to internalize the scoring logic without relying on

a structured input format. The original Arabic
prompt, its English translation, and the rubric struc-
ture are provided in Figure 1 in the Appendix.

For Task B, we designed a structured prompt that
also guides the model in evaluating Arabic student
essays, simulating the behavior of an expert Arabic
language teacher. This prompt instructs the model
to score essays according to a detailed, criterion-
referenced rubric covering seven dimensions: Rele-
vance (max 2 points), Organization (max 5 points),
Vocabulary (max 5 points), Style (max 5 points),
Development (max 5 points), Mechanics (max 5
points), and Grammar (max 5 points)2. Each di-
mension is defined in natural language to ensure
interpretability and consistent application of the
scoring criteria. The original Arabic version of
the prompt, as well as its English translation and
associated rubric, are provided in Figure 2 in the
Appendix.

The grading process is executed using OpenAI’s
API. Each essay, along with its corresponding
prompt, is submitted to the GPT-4o model with
a low temperature setting (0.1) to produce consis-
tent and deterministic output.

4 Results

This section presents the performance compari-
son between the baseline system, which fine-tunes
AraBERTv02 (Antoun et al., 2020) for automated
essay scoring3, and the proposed Taibah system
for Task A and Task B, as detailed in Table 1
and Table 2, respectively. The evaluation was
conducted using three key metrics: Quadratic
Weighted Kappa (QWK), Mean Squared Error
(MSE), and Root Mean Squared Error (RMSE).

4.1 Task A: Holistic Scoring Results

As shown in Table 1, the Taibah system consis-
tently outperforms the baseline in terms of QWK.
For Test Prompt 9, our system achieved a QWK
of 0.717, compared to the baseline’s 0.608. This
performance advantage remains evident in Test
Prompt 10, where the QWK reached 0.784 ver-
sus the baseline’s 0.670. The average QWK across
both prompts was 0.751 for our system, demon-
strating a notable improvement over the baseline’s
average of 0.639 and indicating stronger alignment
with human judgments. This +0.112 increase in
QWK reflects a substantial gain in rater agreement,

2https://sites.google.com/view/taqeem-2025
3https://gitlab.com/bigirqu/taqeem2025
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System Prompt 9 Prompt 10 Average

QWK MSE RMSE QWK MSE RMSE QWK MSE RMSE
Baseline 0.608 33.148 5.757 0.670 24.862 4.986 0.639 29.005 5.372
Taibah 0.717 31.281 5.593 0.784 19.595 4.427 0.751 25.438 5.010

Table 1: Performance comparison between Baseline and Taibah system for Task A. Bold values indicate superior
performance.

especially considering that QWK values above 0.75
are often interpreted as indicating substantial to
near-perfect agreement (Landis and Koch, 1977).
We attribute this improvement, in part, to the rubric-
aligned prompt design and the inclusion of diverse
exemplars, which helped guide the model’s scoring
decisions.

In terms of error metrics, where lower values
indicate better performance, the Taibah system
also demonstrated superior performance. For Test
Prompt 9, it achieved an MSE of 31.281 and RMSE
of 5.593, outperforming the baseline’s MSE of
33.148 and RMSE of 5.757. The advantage was
even more pronounced for Test Prompt 10, with
our system achieving an MSE of 19.595 and RMSE
of 4.427 compared to the baseline’s 24.862 (MSE)
and 4.986 (RMSE). On average, the Taibah sys-
tem maintained lower error rates (MSE: 25.438;
RMSE: 5.010) than the baseline (MSE: 29.005;
RMSE: 5.372), further validating its enhanced per-
formance in Task A. These consistent reductions
in MSE and RMSE across both prompts suggest
that the few-shot GPT-4o-based approach general-
izes well across different essay topics, despite the
cross-prompt evaluation setting.

4.2 Task B: Trait-specific Scoring Results

As shown in Table 2, our system consistently out-
performed the baseline across all traits and both test
prompts in terms of QWK, demonstrating stronger
alignment with human judgments in trait-level scor-
ing. For Prompt 9, the most notable improvements
were observed in Relevance (Taibah: 0.586 vs.
Baseline: 0.127) and Development (Taibah: 0.727
vs. Baseline: 0.410). Similar trends were seen
for Prompt 10, with substantial gains in Relevance
(Taibah: 0.538 vs. Baseline: 0.182) and Mechanics
(Taibah: 0.686 vs. Baseline: 0.468). On average,
our system achieved higher QWK scores across all
traits, with the largest improvements in Develop-
ment (Taibah: 0.703 vs. Baseline: 0.458) and Rele-
vance (Taibah: 0.562 vs. Baseline: 0.155). These
gains are particularly important for scoring dimen-

sions that are often challenging for automated sys-
tems, such as content relevance and argument de-
velopment, suggesting that the prompt structure
effectively guided the model’s understanding of
nuanced writing features.

Our system also demonstrated superior perfor-
mance in error metrics, with lower MSE and RMSE
values indicating better predictive accuracy. For
Prompt 9, the system achieved notable reductions
in both metrics across all traits. For example, in
Relevance, MSE dropped from 0.514 (Baseline) to
0.221 (Taibah), and RMSE from 0.717 to 0.471.
Similar improvements were observed in Develop-
ment, where MSE decreased from 1.174 to 0.717
and RMSE from 1.083 to 0.847.

For Prompt 10, the system maintained its perfor-
mance advantage. In Relevance, MSE decreased
from 0.340 to 0.231 and RMSE from 0.584 to
0.481. Vocabulary also saw notable reductions,
with MSE dropping from 0.964 to 0.669 and
RMSE from 0.982 to 0.818. These results reflect
the model’s ability to generalize across writing
prompts, a key challenge in cross-prompt AES set-
tings.

Overall, our system achieved consistently lower
average MSE and RMSE values across all traits.
The most significant reductions were found in Rel-
evance (MSE: 0.427 Baseline vs. 0.226 Taibah;
RMSE: 0.651 baseline vs. 0.476 Taibah) and Vo-
cabulary (MSE: 1.031 Baseline vs. 0.795 Taibah;
RMSE: 1.015 Baseline vs. 0.889 Taibah). These
findings reinforce the system’s enhanced accuracy
and reliability in trait-specific scoring for Task B,
particularly for dimensions that require deeper se-
mantic understanding.

5 Error Analysis and Discussion

Figure 5 in the Appendix presents confusion-matrix
heatmaps for the test set that summarize prediction
errors for Task A. Across both prompts, predicted
scores concentrate around a few values such as
14, 18, 24, and 28 which leads to over-scoring
of low-quality essays and under-scoring of high-
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System Trait Prompt 9 Prompt 10 Average

QWK MSE RMSE QWK MSE RMSE QWK MSE RMSE

Relevance Baseline 0.127 0.514 0.717 0.182 0.340 0.584 0.155 0.427 0.651
Taibah 0.586 0.221 0.471 0.538 0.231 0.481 0.562 0.226 0.476

Organization Baseline 0.563 1.117 1.057 0.619 0.954 0.962 0.591 1.036 1.010
Taibah 0.680 0.945 0.972 0.656 0.948 0.973 0.668 0.947 0.973

Vocabulary Baseline 0.546 1.098 1.048 0.602 0.964 0.982 0.574 1.031 1.015
Taibah 0.609 0.921 0.960 0.675 0.669 0.818 0.642 0.795 0.889

Style Baseline 0.560 1.164 1.079 0.584 0.981 0.990 0.572 1.073 1.035
Taibah 0.662 0.960 0.980 0.693 0.748 0.865 0.678 0.854 0.923

Development Baseline 0.410 1.174 1.083 0.506 0.883 0.940 0.458 1.029 1.012
Taibah 0.727 0.717 0.847 0.679 0.795 0.892 0.703 0.756 0.870

Mechanics Baseline 0.421 1.345 1.160 0.468 1.212 1.101 0.445 1.279 1.131
Taibah 0.602 1.033 1.017 0.686 0.719 0.848 0.644 0.876 0.933

Grammar Baseline 0.494 1.243 1.115 0.532 1.079 1.039 0.513 1.161 1.077
Taibah 0.629 1.036 1.018 0.699 0.721 0.849 0.664 0.879 0.934

Table 2: Performance comparison between Baseline and Taibah system for Task B. Bold values indicate superior
performance.

quality essays. Predictions at the extreme val-
ues 0–2 and 30–32 are rare even when the true
scores lie in those ranges. In few cases, essays
with a true score of 0 receive mid-range predic-
tions which indicate leniency toward severely de-
ficient responses. Two factors may contribute to
this: the training data may contain few or no es-
says labeled 0, and the scoring instruction used
in the prompting specified a 1–32 range rather
than 0–32 which can drive predictions away from
0. Most errors lie within ±3 points (±1 to ±3
points). The Pearson correlation between human
and model scores is high (r = 0.87), indicating
overall agreement despite systematic bias. Here,
we define bias as the signed difference between
model and human scores: ∆ = model − human;
∆ < 0 indicates underestimation and ∆ > 0 in-
dicates over-scoring. Essays with human scores
≥ 26 are most often underestimated. On average,
the model underestimates relative to human rat-
ings by about 0.73 points, a statistically significant
difference (t = −2.53, p = 0.012). Figure 3 (Ap-
pendix) illustrates this pattern: the model is more
lenient at the lower end of the scale and increas-
ingly conservative at the upper end.

Furthermore, analysis of essay length indicates
that very short essays with 0–50 words yield poor
performance. Performance improves with length
and peaks around 150–200 words. Beyond ≈ 300
words, the MAE increases even as QWK increases,
suggesting that the system preserves ranking but
tends to over-score longer texts. Very long essays

that exceed 500 words show low agreement and
large errors.

For Task B, the model tends to assign lower
scores compared to human raters for Development,
Style and Organization, with the largest mean
biases in the Development (−0.254) and Style
(−0.225), both highly significant (p < 0.0001).
Vocabulary is the only trait with a small positive
bias (+0.088, p = 0.004), while Mechanics shows
no significant difference (p = 0.14). For relevance,
which is scored on a scale of 0–2, the observed
QWK score of 0.56 is reasonable given the narrow
range. Figure 4 in the Appendix shows the mean
bias (Model −Human) for each trait at each hu-
man score level. The model tends to over-scores
the lowest-performing essays and underestimate
high-scoring ones, leading to more negative bias
toward the upper end of the human score scale.

6 Conclusion

This study presented our proposed system for au-
tomated Arabic essay scoring which submitted to
TAQEEM 2025 shared task. The system leverages
GPT-4o with a few-shot prompting methodology
to evaluate the quality of Arabic essays. Our sys-
tem achieved strong overall performance in both
holistic scoring and trait-specific scoring tasks. For
future work, we aim to enhance the system scala-
bility and generalizability by expanding the dataset
to encompass a broader range of topics and writing
traits.
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A Appendix

A.1 Structured Prompt Templates for
Automated Essay Scoring

Figure 1 shows the structured prompt template used
in Task A’s automated essay scoring system. Figure
2 displays the structured prompt template applied
in Task B’s automated essay scoring system.
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Figure 1: Structured Prompt Template Applied in Task A’s Automated Essay Scoring System.

Figure 2: Structured Prompt Template Applied in Task B’s Automated Essay Scoring System.
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A.2 Bias and Performance Visualizations for
Tasks A and B

Figure 3 presents a bias visualization comparing
human and model holistic scores for Task A. Fig-
ure 4 shows a trait-specific bias heat map for Task
B, illustrating the difference between model and
human scores. Figure 5 displays confusion matri-
ces for the testing set’s holistic score prediction for
Task A, with Figure 5a specifically for Prompt 9
and Figure 5b for Prompt 10.
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Figure 3: Bias Visualization: Human vs. Model Holistic Scores (Task A).

Figure 4: Task B Trait-Specific Bias Heat Map (Model −Human).
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(a) Confusion Matrix for Testing set Holistic Score prediction For Task A: Prompt 9

(b) Confusion Matrix for Testing set Holistic Score prediction For Task A: Prompt 10

Figure 5: Confusion Matrix for Testing set Holistic Score prediction For Task A
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