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Abstract

Automated Essay Scoring (AES) has emerged
as a significant research problem in natural
language processing, offering valuable tools to
support educators in assessing student writing.
Motivated by the growing need for reliable
Arabic AES systems, we organized the first
shared Task for Arabic Quality Evaluation of
Essays in Multi-dimensions (TAQEEM) held
at the ArabicNLP 2025 conference. TAQEEM
2025 includes two subtasks: Task A on holis-
tic scoring and Task B on trait-specific scor-
ing. It introduces a new (and first of its kind)
dataset of 1,265 Arabic essays, annotated with
holistic and trait-specific scores, including rel-
evance, organization, vocabulary, style, devel-
opment, mechanics, and grammar. The main
goal of TAQEEM is to address the scarcity
of standardized benchmarks and high-quality
resources in Arabic AES. TAQEEM 2025 at-
tracted 11 registered teams for Task A and 10
for Task B, with a total of 5 teams, across
both tasks, submitting system runs for evalu-
ation. This paper presents an overview of the
task, outlines the approaches employed, and
discusses the results of the participating teams.

1 Introduction

Automated Essay Scoring (AES) systems auto-
matically assess the writing quality of essays, pro-
viding holistic scores, trait-specific (i.e., multi-
dimensional) scores, or both. Effective AES sys-
tems have brought benefits, such as saving teach-
ers time and effort, and producing less-biased and
consistent results. This is crucial in large-scale as-
sessments, such as international exams with thou-
sands of participants, making AES a high-stakes
application (Burstein, 2013).

There are two AES paradigms: prompt-specific
and cross-prompt. The dominant prompt-specific
AES trains and tests models on essays from the
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same prompt' (Taghipour and Ng, 2016). This
setup achieves high performance, but requires a
large amount of labeled data for the target prompt.
In contrast, cross-prompt AES trains a model on
a set of source prompts and tests it on unseen tar-
get prompts (Ridley et al., 2021). This approach is
more practical, reducing the reliance on large la-
beled data for every new prompt. However, it faces
challenges in achieving high performance due to
source and target prompt variations.

Despite significant advances in AES for lan-
guages such as English (Klebanov and Madnani,
2022), Arabic AES remains understudied due to
the lack of publicly annotated datasets for Ara-
bic essay scoring, and the language’s complex na-
ture. Nevertheless, there has been some work on
prompt-specific Arabic AES (Gaheen et al., 2021,
2020); however, to the best of our knowledge, no
work has been done on cross-prompt Arabic AES.
This motivated us to organize the first shared Task
for Arabic Quality Evaluation of Essays in Multi-
dimensions (TAQEEM).> The task focuses on de-
veloping models for the automatic assessment of
Arabic essays, both at a holistic level and across
several traits. Through TAQEEM, we aim to ad-
vance research in Arabic AES by releasing the first
publicly available dataset of 1,265 Arabic essays
annotated with holistic and seven traits: relevance
(Cy)lb_ iall), organization (TL"“ S, vocabu-
lary (ols alh, style (Sl elolodly o 58, devel-
opment (QMBJK;\H), mechanics ((354'0‘5 YY),
and grammar (s Ldly WD),

TAQEEM 20253 focuses on cross-prompt AES
setup, where models are evaluated on their abil-

ity to generalize to unseen prompts by lever-
aging knowledge learned from different labeled

' A prompt is the text of a specific essay writing task.

E3en)

Pronounced in Arabic as A

Shttps://sites.google.com/view/tageem-2025
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Team Tasks Team Size Affiliations

912 (Vu and bBang Van, 2025) A 2 University of Information Technology
(UIT), VNUHCM, Vietnam

MarsadLab (Bessghaier et al., 2025) A 3 University of Kairouan, Northwestern
University, Hamad bin Khalifa University

ARxHYOKA (Alnajjar et al., 2025) B 2 Nara Institution of Science and Technol-
ogy, Tokyo University of Science

Taibah (Almarwani et al., 2025) A,B 3 Taibah University

ANLPers3 A 5 Prince Sultan University

Table 1: Participating teams in TAQEEM 2025.

source prompts, thereby ensuring robustness and
adaptability in real-world applications. TAQEEM
2025 includes two subtasks: (A) Holistic Scoring,
which involves predicting a single overall score for
a given essay reflecting its general quality, and (B)
Trait-specific Scoring, which involves predicting
separate scores for individual traits of the essay.
TAQEEM 2025 attracted registrations by 11
teams for Task A and 10 teams for Task B. How-
ever, in the final evaluation phase, only 4 teams
submitted a total of 9 runs for Task A, while 2
teams contributed 4 runs for Task B. With one
team actively involved in both tasks, this resulted
in a total of 5 unique teams overall participating
in TAQEEM 2025. Table 1 lists the participating
teams, along with their affiliations and team sizes.
The remainder of the paper is organized as fol-
lows. Section 2 reviews related work on AES
datasets and systems. Section 3 formally defines
the two tasks, presents the dataset, and describes
the evaluation setup. Section 4 discusses the ap-
proaches adopted by the participating teams along
with their performance results. Finally, Section 5
concludes with final thoughts on future directions.

2 Related Work

This section reviews prior AES research, with par-
ticular emphasis on Arabic datasets and systems.

Datasets Progress in English AES has been
driven by large public datasets such as ASAP*
and ELLIPSE’ with around 13,000 and 6,500 an-
notated essays, respectively. In contrast, Ara-
bic AES lags behind due to the scarcity of anno-
tated datasets, which are often small, limited in
annotations, or not publicly accessible. For in-
stance, the Zayed Arabic English Bilingual Under-

4https://www.kaggle.com/c/asap—aes
Shttps://github.com/scrosseye/ELLIPSE-Corpus

graduate Corpus (ZAEBUC) (Habash and Palfrey-
man, 2022) contains 214 essays but lacks holis-
tic and trait annotations. The Arabic Learner Cor-
pus (ALC)® includes 1,585 essays, though its an-
notations are not publicly available. More re-
cently, QAES dataset (Bashendy et al., 2024)
was released with only 195 essays annotated with
holistic and trait scores, building on the larger
Qatari Corpus of Argumentative Writing (QCAW)
(Ahmed et al., 2024).

Other datasets with holistic or trait annotations
exist but are not public, such as Abbir (Alghamdi
et al., 2014), which contains essays from Saudi
university students with holistic scores from 1 to 6,
and AAEE (Azmi et al., 2019), which evaluates es-
says based on semantic analysis, writing style, and
spelling accuracy. Other datasets was collected for
Arabic short-answer scoring (Abdeljaber, 2021;
Ouahrani and Bennouar, 2020). Despite prior ef-
forts, Arabic AES research still lacks a publicly
available dataset that provides both essays and cor-
responding scores. Our shared task addresses this
gap by releasing TAQFEEM dataset, annotated with
holistic and seven-trait scores, thereby making a
substantial contribution to Arabic AES resources.

Systems Despite limited datasets, several stud-
ies have explored Arabic AES. Early work re-
lied on traditional approaches that required ex-
tensive feature engineering (Algahtani and Al-
saif, 2020; Alsanie et al., 2022; Sayed et al.,
2025). Other methods incorporated reference
essays for scoring (Abdeljaber, 2021; Alobed
et al., 2021a; Al Awaida et al., 2019; Alobed
et al., 2021b). More recent efforts have advanced
Arabic AES through the use of AraBERT and
large language models (LLMs). Ghazawi and
Simpson (2024) fine-tuned AraBERT with no-
table success, while Machhout and Zribi (2024)

https://www.arabiclearnercorpus.com
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Trait Description

Relevance  Relevance of the essay to the prompt
Organization The structure of the essay
Vocabulary  Precision and variety of word choice
Style Linking words and transition phrases
Development The support and clarity of ideas

Mechanics  Spelling and punctuation
Grammar Accuracy of grammatical structures
Holistic The overall quality score

Table 2: A brief description of the scoring traits.

improved its performance by integrating hand-
crafted features for relevance evaluation. Mah-
moud et al. (2024) further optimized AraBERT us-
ing parameter-efficient tuning strategies. In par-
allel, Ghazawi and Simpson (2025) tested LLM-
based approaches, experimenting with different
LLMs under different prompting setups.

3 TAQEEEM 2025

In this section, we formally define TAQEEM 2025
subtasks, introduce the dataset, and elaborate on
the evaluation setup.

3.1 Task Description

TAQEEM 2025 comprises two subtasks: Task A
focuses on holistic scoring, while Task B targets
trait-specific scoring.

Task A: Holistic Scoring The task is defined as
follows: Given a set of source prompts Pk, the
aim is to train a holistic scoring model using those
prompts to score essays written for an unseen tar-
get prompt pypg ¢ Psq.. The model should pro-
duce a single holistic score that reflects the overall
writing quality of each essay.

A writing prompt p in this task is defined as a
tuple (a,, Ep), where a,, is the textual description
of the writing task of the prompt and E, is a set
{(e, he)} of essays written for the prompt p; each
essay e is associated with a holistic score h.

Task B: Trait-specific Scoring The task is de-
fined as follows: Given a set of source prompts
Py, the aim is to train a trait-specific scoring
model using those prompts to score essays writ-
ten for an unseen target prompt py.g ¢ Pspc. For
each essay written for py.4, the model should pro-
duce a score for each trait that reflects the quality
of the essay for that trait.

Data  Prompt Type Size Len.
Training 1 Explanatory 215 137
Training 2 Persuasive 210 150

Test 9 Explanatory 420 153

Test 10 Persuasive 420 166

Table 3: TAQEEM 2025 dataset statistics. Size in-

dicates number of essays, and length is indicated in
words.

A writing prompt p in this task is defined as a
tuple (ayp, 1), Ep), where a,, is the textual descrip-
tion of the writing task of the prompt, 7}, is a set
{(t, )} of traits; each trait ¢ is associated with a
rubric 74, and Ej, is a set {(e, {s¢+})} of essays
written for the prompt p; each essay e is associ-
ated with a score s, ; for each trait ¢ € T;,. While
each prompt has its own trait rubrics, those rubrics
are usually common across different prompts for
specific traits.

In TAQEEM 2025, all essays of all prompts
are annotated for the same seven traits: Rel-
evance (REL), Organization (ORG), Vocabulary
(VOC), Style (STY), Development (DEV), Me-
chanics (MEC), and Grammar (GRA). We note
that the holistic (HOL) score, used in Task A, rep-
resents the sum of all trait scores. Table 2 provides
a brief description of each trait.

3.2 Dataset

The absence of standardized Arabic essay corpora,
even modestly sized ones, has slowed the progress
in Arabic AES. To address this gap, we introduce
a novel dataset’ of 1,265 Arabic essays written
by native high school and first-year university stu-
dents under test-like conditions. The essays span 4
distinct writing prompts, ensuring diversity in con-
tent and structure. Table 3 provides an overview of
the prompts used in both the training and test sets,
including the number of essays per prompt and
their average length in words. Notably, the test set
is, unusually, larger than the training set. This is
because, at the time of releasing the training data,
only 425 fully annotated essays from prompts 1
and 2 were available for use. The remaining essays
(from prompts 9 and 10) were still undergoing an-
notation, which was finalized by the time of the
test set release, thereby allowing these additional
essays to be included for evaluation.

"https://gitlab.com/bigirqu/taqeem2025
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Annotation Process

Table 4: Annotated Essays from TAQEEM 2025 dataset.

The annotations were con-

sion of the rubric is in Appendix A. Each essay

ducted by two main native Arabic language spe-
cialists, with a third annotator resolving disagree-
ments. Annotators were selected for their ex-
perience in teaching and assessing Arabic writ-
ing. To ensure score reliability, all annotators
received training sessions to understand the as-
sessment rubric and maintain consistent annota-
tion procedures. The rubric itself was adapted
from the Core Academic Skills Test (CAST) de-
veloped by the Qatar University Testing Center
(QUTC).® A full detailed English-translated ver-

8https ://www.qu.edu.qga/sites/en_US/
testing-center/TestDevelopment/cast

was annotated across 7 traits: REL, ORG, VOC,
STY, DEV, MEC, and GRA, along with an overall
quality score (HOL) computed as the sum of all
trait scores. Traits are rated on a 0 to 5 scale, ex-
cept for REL, which is from O to 2, and the HOL,
which is from 0 to 32, all using 1-point increments.
Table 4 shows two essays from the TAQEEM 2025
dataset, a training essay (ID 011069) from an ex-
planatory prompt (Prompt 1) and a test essay (ID
100099) from a persuasive prompt (Prompt 10),
along with their prompts and scores.

Inter-Annotator Agreement We assessed an-
notation quality using the Quadratic Weighted
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Kappa (QWK) (Cohen, 1968), averaging trait-
level scores per prompt to obtain prompt-level
agreement. The resulting average agreements
were 0.692 for Prompt 1, 0.640 for Prompt 2,
0.525 for Prompt 9, and 0.676 for Prompt 10. Ac-
cording to the scale outlined by Landis and Koch
(1977), Prompts 1, 2, and 10 fall within the range
of substantial agreement, while Prompt 9 shows
moderate agreement, possibly due to less precise
wording that made it more open to interpretation
and increased variability in annotators’ judgments.
Nevertheless, the overall results indicate strong
rater consistency across prompts.

This dataset is used in both subtasks of
TAQEEM 2025, with distinct evaluation targets.
Task A (Holistic Scoring) uses the holistic score
assigned to each essay, whereas Task B (Trait-
specific Scoring) uses the seven individual trait
scores. Although this dataset is limited in scale,
it represents a carefully curated first step resource
to address data scarcity in Arabic AES.

3.3 Evaluation Setup

This section outlines the setup used to evaluate
participating systems in TAQEEM 2025. We de-
scribe the leaderboard and repository infrastruc-
ture provided to participants, as well as the evalua-
tion measures adopted to ensure consistent, and re-
producible comparisons across submitted systems.

3.3.1 Leaderboard and Repository

The leaderboard for both Task A° and Task B!®
was hosted on Codabench, providing participants
a platform to submit their runs, evaluate system
outputs, and benchmark performance. Each team
was required to submit their predictions in a sin-
gle file, referred to as a run file. Submissions were
restricted to a maximum of 30 runs on the develop-
ment set and up to 3 runs on the test set. Typically,
each run represented a distinct system or model.

To facilitate the submission process, we made
the submission checker and evaluation scripts
available through the shared task repository. These
resources enabled participants to validate their
runs before leaderboard submission. Additionally,
we released a regression-based baseline by fine-
tuning AraBERTv02 (Antoun et al.), along with
the corresponding code, in the same repository.

9https ://www.codabench.org/competitions/9282/
Ohttps://www. codabench.org/competitions/9295/

Team Run QWK MSE RMSE
Taibah 1 0.751 2544 5.01
912 1 0.673 2851 5.33
912 2 0.673 2851 5.33
ANLPers3 1 0.650 31.68 5.62
ANLPers3 2 0.642 2828 5.28
baseline 0001 0.639 29.01 5.37
ANLPers3 3 0.602 29.73 545
Taibah 2 0.488 33.15 5.73
MarsadLab 1 0.438 50.56  7.07
MarsadLab 2 0.438 50.56  7.07

Table 5: Task A performance results on the test set.
Bold values are the best for each measure.

3.3.2 Evaluation Measures

The primary evaluation metric for TAQEEM 2025
is the Quadratic Weighted Kappa, a standard AES
performance metric that quantifies the agreement
between human-assigned scores and system pre-
dictions. Additionally, we report the mean squared
error (MSE) and the root mean squared error
(RMSE) to provide a more comprehensive analy-
sis of model performance, as these metrics capture
the magnitude of prediction errors, penalize larger
deviations more heavily, and allow for direct com-
parison of error scales across models.

The subtasks are evaluated independently. Task
A is assessed based on the average QWK of the
holistic score across the test prompts. For Task
B, the average QWK for each trait across the test
prompts is measured separately, and teams are
ranked based on the average QWK over all traits.

4 Participating Systems and Results

This section presents the participating systems and
their performance in TAQEEM 2025, highlighting
the methods used and the corresponding evalua-
tion results for both subtasks.

4.1 Task A: Holistic Scoring

Task A attracted 4 teams in total, each adopting
distinct methodological approaches, resulting in
9 runs submitted on the test set. The top-ranked
team, Taibah) (Almarwani et al., 2025), employed
a rubric-guided few-shot prompting strategy based
on GPT-4o, utilizing exemplars to assess the holis-
tic quality of essays. The 912 team (Vu and Dang
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Team Run QWK MSE RMSE
REL ORG VOC STY DEV MEC GRA Avg.

Taibah 1 0.562 0.668 0.642 0.678 0.703 0.644 0.664 0.652 0.762 0.857

ARXxHYOKA 1 0.553 0.709 0.633 0.654 0.640 0.515 0.580 0.612 0.760 0.848

ARXxHYOKA 2 0.585 0.711 0.646 0.666 0.647 0.477 0.544 0.610 0.758 0.845

ARXxHYOKA 3 0.545 0.712 0.653 0.620 0.629 0.482 0.506 0.592 0.797 0.867

Baseline - 0.155 0.591 0.574 0.572 0.458 0.445 0.513 0472 1.005 0.990

Table 6: Task B performance results on the test set. The best score for each metric is highlighted in bold.

Vin, 2025) adopted a pre-trained Arabic encoder
(AraBERTv02) with a lightweight single-layer
MLP head, coupled with a distribution-sensitive
weighted MSE loss to address score imbalance.
The MarsadLab system (Bessghaier et al., 2025)
was also built on a fine-tuned AraBERT model,
integrating lexical features into the embeddings to
predict essay scores.

In terms of performance, which is summarized
in Table 5, teams were ranked by their high-
est average QWK score across all test prompts.
The highest performing system, submitted by the
Taibah team, achieved a QWK of 0.751, signifi-
cantly outperforming the baseline of the shared-
task (QWK of 0.639). Team 912 followed by
two identical runs reaching a QWK of 0.673.
Team ANLPers3 also delivered competitive sys-
tems, with their best run achieving a QWK of
0.650. The two runs of MarsadLab resulted in the
lowest performance across submissions (QWK of
0.438), and it was the only team that did not out-
perform the baseline. Overall, three of the four
teams submitted at least one run that outperformed
the baseline, reflecting both the effectiveness and
diversity of the applied approaches.

4.2 Task B: Trait-specific Scoring

Task B featured two participating teams, who to-
gether submitted four runs on the test set, im-
plementing different approaches for trait-specific
scoring. Notably, the Taibah team, which had
also ranked first in Task A, once again secured the
top position in Task B. They adopted a GPT-4o0-
based few-shot prompting approach, leveraging
trait-specific rubrics to achieve fine-grained scor-
ing (Almarwani et al., 2025). The second-ranked
team (ARXxHYOKA) (Alnajjar et al., 2025) ex-
plored a broader methodological spectrum, includ-
ing GPT-based few-shot prompting, fine-tuned
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Figure 1: Performance of Task A teams across test
prompts. The best submitted run was considered.

BERT-based models, classical machine learning
approaches with embeddings and handcrafted fea-
tures, and fine-tuned text-generation LLMs. Their
best-performing configuration used GPT-4.1 with
10-shot chain-of-thought prompting.

Performance was evaluated based on the aver-
age QWK across all 7 traits. The top-performing
run, submitted by Taibah, achieved an average
QWK of 0.652, with MSE of 0.762 and RMSE of
0.857, substantially outperforming the shared-task
baseline (average QWK of 0.472, MSE of 1.005,
RMSE of 0.990). ARxHYOKA also outperformed
the baseline, reaching an average QWK of 0.612.
These results underscore the potential of prompt-
ing strategies for trait-specific scoring in Arabic
AES. Table 6 presents the test results for Task B,
reporting QWK, MSE, and RMSE measures.

4.3 Analysis and Discussion

This section provides a detailed analysis of the
results from two perspectives: trait-level perfor-
mance and prompt-level performance. Figure 1
shows Task A performance for the holistic scoring,
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Figure 2: Trait-level performance of Task B teams on prompt 9 (Explanatory) and prompt 10 (Persuasive). The

best submitted run was considered.

whereas Figure 2 illustrates Task B performance
for the trait-specific scoring. In both cases, the fig-
ures report results from each team’s best submitted
run, providing a clear view of top-performing ap-
proaches for each task across the two test prompts.

Trait-level Analysis Figure 2 reveals clear dif-
ferences in teams performance across the differ-
ent traits. Notably, the REL trait appears to
be the most challenging, as evidenced by the
highest QWK score being only 0.585, achieved
by the ARXHYOKA team across the two test
prompts. The baseline, which relies on fine-tuning
AraBERTV2, struggled the most with the REL
trait. This suggests that smaller encoders like
AraBERT have difficulty capturing the semantic
alignment between essays and prompts. In con-
trast, both Taibah and ARXHYOKA show sub-
stantial improvements in REL, demonstrating that
leveraging the advanced capabilities of GPT-40
and GPT-4.1 through few-shot prompting signifi-
cantly enhances performance on this semantically
complex trait. The MEC trait also proved diffi-
culty, with an average QWK of 0.580 across the
two participating teams and test prompts, reflect-
ing the difficulty of capturing fine-grained linguis-
tic correctness, such as punctuation, spelling, and
syntax. Traits VOC and GRA showed moderate
performance across teams, while ORG, STY, and
DEV exhibited comparatively higher and more
consistent performance.

Prompt-level Analysis Performance also varies
depending on the prompt type. From Figures 1
and 2, it is evident that Prompt 10 (Persuasive)
generally resulted in higher performance across
most traits and teams compared to Prompt 9 (Ex-
planatory). This pattern suggests that persuasive
writing, which typically follows a predictable and
structured format (e.g., a clear thesis statement,
supporting arguments, counterarguments, and a
conclusion), is easier for models to capture. Ex-
planatory essays, on the other hand, exhibit greater
structural and stylistic diversity, making it more
difficult for models to identify consistent patterns.

Overall, these results clearly indicate that GPT-
4-based models (Taibah & ARXxHYOKA) gener-
ally outperform fine-tuned BERT models (Base-
line, 912, MarsadLab) across most traits. This
shows the potential of LLMs for automated essay
scoring. Their ability to understand complex lan-
guage and capture nuanced relationships leads to
significantly higher agreement with human scores.
While fine-tuned BERT models provide a reason-
able baseline, they struggle to match the perfor-
mance of LLMs.

5 Conclusion

Automated Essay Scoring has seen notable
progress in writing evaluation, yet the develop-
ment of AES systems tailored for the Arabic lan-
guage remains very limited. This scarcity mo-
tivated the organization of TAQEEM, the first
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shared task dedicated to Arabic AES, aiming to
foster state-of-the-art research in this area, with a
novel dataset of 1,265 essays across four different
writing prompts.

TAQEEM 2025 attracted 15 researchers and
practitioners across five teams from different in-
stitutions. It comprised two cross-prompt sub-
tasks: holistic scoring (Task A), with four partici-
pating teams, and trait scoring (Task B), with two
teams. The participating teams explored diverse
solutions, including fine-tuning transformer-based
models and employing classical machine learn-
ing approaches. However, as expected, LLMs
were heavily adopted by multiple teams, achieving
state-of-the-art performance and outperforming
the baseline. For task A, the teams employed dif-
ferent solutions that mainly focused on fine-tuning
different transformer-based models and prompt-
ing LLMs using different prompting techniques.
For task B, the best results were achieved with
few-shot in-context learning and chain-of-thought
prompting using GPT-4 variants.

Overall, TAQEEM 2025 established the first
benchmark for Arabic AES, providing a founda-
tion for future research and community efforts to
develop AES systems for the Arabic language. In
the next iteration, we plan to expand the shared
task by incorporating a larger training set that en-
compasses a wider range of essay types, topics,
and student populations, thereby fostering deeper
research advancements and broader community
contributions in this area.

6 Limitations

One key limitation of TAQEEM is the size and di-
versity of the dataset. Although it provided a use-
ful benchmark for Arabic AES, the training and
test sets were relatively small and may not fully
capture the variety of essay topics, writing styles,
or proficiency levels. Moreover, the test set was
larger than the training set due to the challenges
and time required to provide high-quality anno-
tated data. This limitation could affect the gen-
eralizability of the models trained and evaluated
in this shared task. Another limitation is the small
number of participating teams, which reduces the
variety of approaches evaluated.
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A Grading Rubric

For annotating TAQEEM?2025 dataset, we utilized
the rubric from the Core Academic Skills Test
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(CAST) designed by the Qatar University Test-
ing Center (QUTC)!!',which is provided in Ara-
bic. This rubric guided the scoring of seven traits:
relevance (REL), organization (ORG), vocabulary
(VOC), style (STY), development (DEV), me-
chanics (MEC), and grammar (GRA). An English-
translated version of the CAST grading rubric for
each trait is provided in Table 7.

11https ://www.qu.edu.qga/sites/en_US/
testing-center/TestDevelopment/cast
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Trait | 1 2 3 4 5

REL | Partially relevant to | Completely  rele-
the topic vant to the topic

ORG | The introduction | Either the introduc- | The text is well- | The text is well- | The text is well-
and conclusion are | tion or conclusion | organized and | organized, contains | organized and
absent.  There is | is absent. There is | contains an in- | an appropriate | contains an in-
no organization or | no organization or | troduction and | introduction and | troduction that
sequence between | sequence between | conclusion, but | conclusion, and has | introduces the
paragraphs. paragraphs. the body has one | two to three body | topic, a conclusion

paragraph (or two | paragraphs that | that effectively con-
paragraphs)  that | are sequential and | cludes the text, and
lacks good coher- | coherent. two to three body
ence. paragraphs that
are sequential and
well-connected.

VOC | Use of a Iimited | Useofabasicrange | Use a sufficient | Use of a good and | Use of a broad,
range of vocabulary | of vocabulary, with | range of vocab- | appropriate range | correct, and ap-
and phrases that | repetition, lexical | ulary, with some | of vocabulary with | propriate range of
do not make sense | errors, and many in- | repetition and lex- | few lexical er- | vocabulary with
together, with rep- | appropriate choices | ical errors, with a | rors, inappropriate | few occasional er-
etition and lexical | that may obscure | small number of | choices without | rors, showing good
errors, and gener- | meaning. inappropriate  vo- | affecting meaning, | knowledge of id-
ally inappropriate cabulary that may | and occasional | iomatic expressions
vocabulary that obscure meaning. use of idiomatic | and awareness of
obscures meaning. expressions. implicit levels of

meaning.

STY | The text employs | Discourse develops | Discourse develops | Discourse is clearly | Discourse is well
very basic linear | as a simple list of | directly as a linear | developed with | developed, with
connecting words | points using only | sequence of points | main points sup- | good inclusion
such as "and" and | the most common | using common | ported by relevant | of subtopics and
"then." connections. structural cohesion | details, appropriate | details and a good

devices. use of different | conclusion, always
organizational appropriate use of
patterns, and a | a variety of orga-
range of structural | nizational patterns,
cohesion devices. and a wide range of
structural cohesion
devices.

DEV | Content is not re- | Content is some- | Content is com- | Content is com- | Content 1is com-
lated to the sub- | what related; ideas | pletely related; | pletely related; | pletely related;
ject; ideas are ran- | are sequential but | ideas mostly follow | ideas are clear, | ideas are clear, or-
dom and lack co- | main idea dis- | sequence, main | organized, coher- | ganized, coherent,
herence, sequence, | appears during | idea gradually | ent, with main | main idea con-
and evidence. writing, limited | disappears, some | idea connected to | nected to sub-ideas,

coverage, and poor | evidence present | sub-ideas, specific | specific  position
use of supporting | but disorganized. position  adopted, | adopted, arguments
structures. some  arguments | and evidence pre-
and evidence pre- | sented coherently,
sented coherently. comprehensive
coverage of opin-
ions, and use of
various persuasive
methods.

MEC | Limited application | Frequent spelling | Effectively applies | Effectively applies | Completely ac-

of spelling rules. and  punctuation | standard  format- | standard format- | curate  paragraph
eITorS. ting, paragraphing, | ting, paragraphing, | organization,
spelling, and punc- | spelling, and punc- | punctuation, and
tuation most of the | tuation with few | spelling, except for
time. errors. a few occasional
pen slips.

GRA | Use a limited set of | Correct use of | Use a variety of | Good use of variety | Always correct
simple grammatical | some simple struc- | grammatical struc- | of structures with | and flexible use
structures and sen- | tures with frequent | tures, with notable | rare errors and mi- | of a wide variety
tence patterns with | systematic errors | errors that can | nor imperfections | of grammatical
little flexibility or | that may obscure | sometimes obscure | that do not affect | constructions with
precision. meaning. meaning. meaning. occasional  minor

slips.

Note: A score of zero is given if the response is completely memorized or copied from the prompt, if thg student did

not attempt the task, or if the content is irrelevant to the given topic.

Table 7: CAST Persuasive/Argumentative Writing Rubric - English Translation (Bashendy et al., 2024).
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