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Abstract

The work in this paper is related to the
shared task QIAS2025. In this paper we
continue in assessing large language
models on Islamic legal reasoning. It is a
challenging task because LLMs have not
yet evolved (especially the open-source
models) to solve complex reasoning
problems or to perform mathematical
calculations that require several steps. The
LLMs need to comprehend the problem and
to generate accurate and justified answers.
In this paper we confirm the results and the
analysis given in (Bouchekif, 2024;
Bouchekif, 2025). However, we
experiment further with Fine Tuning and
Chain of Thought (CoT) to improve the
performance of the reasoning process and
therefor the results of the LLMs.

1 Introduction

This shared task assesses the ability of LLMs to
accurately answer questions about ‘Im al-
mawarith (The science of Islamic Inheritance) in
realistic scenarios. It is a major specialized topic
in Islamic law. Islamic inheritance’s rules are well
defined, but it requires a complex reasoning
mechanism and well-designed and systematic
calculations procedures. There are mainly three
computational stages, each includes zero, one or
more than one step, that required to solve an
Islamic inheritance case. First stage is to
comprehend the inheritance scenario presented to

the system, to identify eligible and the non-
eligible heirs based on their relationship to the
deceased person, bequests, the distribution of a
defined amount of money, blocking or exclusion
of some heirs, and to apply the basic fixed-share
rules (fara’id). Second stage is to consider the
cases where there are multiple heirs, multiple
deceased individuals, residuary shares, and partial
exclusion. Third stage is to consider the intricate
fractional calculations, adjusting and
redistribution, exaptational and nuanced cases,
and juristic disputes. Although those stages seems
like they can be carried out in sequence they are
Intertwined and the system it has go back and
forward over the rules. This makes the science of
inheritance complex due to its diverse situations,
the multiplicity of heirs, and the factors
affecting the calculation of the estate, which
requires a precise understanding of the texts of
Islamic law and their correct application to
prevent disputes and achieve justice in the
distribution of rights.

2 System Design Issues

In (Bouchekif, 2024; Bouchekif, 2025) the
performance of seven LLMs were assessed using
a benchmark of 1,000 multiple-choice questions
covering diverse inheritance scenarios, designed
to test each model’s ability to solve such
problems. Gemini 2.5 and 03, demonstrated high
performance, achieving accuracy above
90%. GPT4.5 achieved moderate results. Jais,
Mistral, and LLaMA showed significantly lower

935

Proceedings of The Third Arabic Natural Language Processing Conference, pages 935-939
November 8-9, 2025 ©2025 Association for Computational Linguistics



accuracy reflecting their limitations in legal
reasoning. There is a clear gap between models
with reasoning abilities and those
without. ALLaM, Fanar, LLaMA, and Mistral,
consistently struggled with identifying complex
familial  relationships, evaluating diverse
inheritance scenarios, and correctly executing
corrective calculations.

As shown in the following section we assessed
four models: Fanar, Llama, Gemini and Mistral.
The models are further fine-tuned with a well-
defined and large set of 1000 examples. We also
recognized that the model architecture plays a
major role in the result, i.e., being capable of
performing reasoning or not. Models with
reasoning capabilities consistently perform better.
Having stated that, the reasoning capability is
usually built outside the core of the model it is
usually build at the application layer, i.e. the
prompt, being the layer representing both the
input and the output of the model. Many models
nowadays claim that they have reasoning
capability or at least able to respond correctly to
simple reasoning task, but the challenge however
among models present when dealing with
complex reasoning problems.

LLMs evolved from just being a next-token
prediction task dealing mainly with natural
language (Zhao, 2023), to code generation
(Gehring, 2024), and logical reasoning (Webb,
2023). Techniques such as chain of thoughts
prompting techniques (Wei, 2022), tree of thought
(Yao, 2024), trial-and-error search (Luo, 2024),
Process Reward Models which facilitate
reinforcement learning for LLMs (Sun, 2024).
These emergent techniques are based on two main
concepts in the traditional AI: “search” and
“learning”. A combination of scaling train-time
compute and test-time-compute leads to better
reasoning performance (OpenAl, 2024). To sum
up, there is main four approaches for reasoning:
1) chain-of-thought (CoT) prompting which
increases computational resources  during
inference to improve output quality. 2) Pure
reinforcement learning (RL) 3) supervised
finetuning (SFT) 4) combining both RL and SFT
(Raschka, 2025).

In this paper, CoT prompting combined with
finetuning is being the focus in our investigation.
To do that, different finetuning datasets were
prepared with different sizes (e.g., 100 and 200
questions) representing two different clusters. The

first contains samples without any mathematical
calculations, while the second contains samples
that require mathematical calculations. As an
example for the first cluster:

5(2) Y pe 5 (5) S @als (4) @Y SV pe el iy e
30 (2) Y ae 3 Lol uatll oS LYl ol 5 Y
ey e Jlall L5 A8 il

The chain of thought (step-by-step) that should be
followed is:
1. The type of actors in the question:
Y Yl ae, Y GAl QY ae QY bl ol aY) bl Al
2. Those who deserve a fixed share:
Y @Al oY cal Y bl bl g
3. Those who deserve a non-fixed share:
Y e
4. Those who are blocked:
@Y Yl ae
5. From the above,
On it e g epudily Cilaand) e g Y oo
o Al Claal ey 45 )
6. The number of actors in each type
bl e ani A5 e s L

To list the steps for each question (case) in this
manner is unrealistic, but it is possible only for
few shots. However, it still requires considerable
efforts and skills to integrate CoT with the MCQs
dataset.

Results of CoT promoting approach is still under
investigation. In the following section we analysis
the results of the traditional finetuning approach
without the implementation of CoT.

and

3 Experimental Results

Analysis:

Setup,

Four LLMs were fine-tuned: Fanar, Llama,
Gemini and Mistral. The models were tested on
the provided dataset by the shared task which
contains unlabeled 1000 MCQs questions
(answers is one of the letters: A, B, C, D, E or F,
1.e. six choices).

The results are Gemini 2.5 and 03, demonstrated
high performance, achieving accuracy above
90%. Fanar, Mistral, and LLaMA achieved
moderate results 76%, 74%, 73% respectively
reflecting their limitations in legal reasoning. This
confirms to the findings in

Four examples form the test dataset are selected to
demonstrate different scenarios, Table [1]. Our
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analysis shows that the level of the question being
beginner or advanced has some impact on the
model, but it is the wording of the question is the
main reason that makes the model comprehend
the questions. This means that classifying the
questions to beginner and advanced are not very
useful.

Question ID Gold| Level |Fanar|Llama|Gemini|Mistral

8804 nl1d9s7s 4 | E | Beginner| E C E E

7398 nf5b3z3e 11| A |Advanced| D C A C

8545 ni6z316j 12| D [Advanced| C F D F

6839 np2c3fdi 4 | B |[Beginner| A D A F

Table 1: Results from Fanar, Llama, Gemini and Mistral

But rather we can classify the questions into
logical and mathematical problems. It is obvious
that the commercial models are better pre-trained
and hence fine-tunned. The generated justification
and calculations of the commercial models were
better represented and more detailed. The four
selected example are (Fanar and Gemini only):

Question 8804 nl1d9s7s 4

Y oae 5(5) &Y @l 5 (4) QY Y ae 1 iy cila
QY ae Ll il o Y1 o Bl s Y BT Gl 5 (2)
el e Jall ey AS il e (2)
5 dgpeai Miaac 4 0N 5 e o5 Y s dgpeai®
(D gaaa A 4.1\*4.'1","3_.\.‘.4: oYy daall g as il ujb
Y a5 AS ) S 5 dunai Miaiac 43 il
Y Jdall g @S 8L s dgai Miuac
Migac 45y Al g cCaaill ga dsnai Miaac
Gemini

@hu};cwﬂbuw\wﬁu‘ﬁ& qan il
(1l 5 Y a1 i g il laal 2y 48 ) (e
e dmﬂuuy‘)gn_\\_.u.ad\ U‘c}‘: cw\@;\ A&)
ade dl Lo ) s Slae ¢ s il cilaal Cuas
o (52 (s Lad clglaly il jall )itz g
Aldl) 5 o s sl ilaaall ol lin a5 M <3
S aald (@Y Y ae (e B

Fanar . .
dpac d5a g die 5 cDluanll e QY axll Y Qe
s Vs el il ey 5 L (538 ¢S (g
3l g 1A (Y ardl e dac o0 Al 28
Ol QY aall of 4 g5l g (ST 5) AS ) (e AU
ol Y1 a5 aally Y1 aay ol i ccilasll
9 e g Y ‘Mu\bha‘ﬁédﬂj“._\;)ﬂ\‘;g_ﬂl
(B 280 5g8 130 cdpmnll ) S (e aie

Three models were able to produce the correct
answer. The Justifications given by Fanar and
Gemini are also correct, but Gemini style is
clearer. Although a fault was injected into the

question (e.g., choices B and E), both exactly have
the same wording, the three models have not
detected that and give the answer as E.

Question 7398 nf5b3z3e 11

O O (2) Y T o 5(3) Y gl ol s et
e ‘-”JL““‘ oS (4) aas cb G c‘ ol o 5(2)
?@-ui,s ?g_ui,él. *158 *157 ?G'“’O &i

Gemini

DY) Gl Lol sl) g A o g b Gaaad) &3 Y Jaledl
O 5 Len uandl Legia 2l S 4y s 5 " Mas 4l il
(GRE FYI(5AY) man Gaaay V) ol 5", Al Al OIS
Jeal 5Ss cadde 2y, aad¥lg) &Y #Y15 (Y Y1
a6 s A i alia (e Allsdl)

Fanar
ez A Lgﬂ\ el Jual ) e-g.m“}./\ clus \J.u Jalal)
) asl5( el AY) Aai..iu.\a‘?@_m\w\au}&s_; @Y
Mn_\j}h&)sﬂ@u\,

Only Gemini was able to generate the correct
answer for this advanced question. The
justification given by Gemini is correct and it is
detailed, while justification from Fanar is
incorrect. This shows that Fanar didn’t
comprehend the problem by saying:

L-\A-\A’—lﬂ_l‘)\}”

Question 8545 ni6z316j 12

e oS (2)&&6 5(3) Y s Gl & il
4 ""damc\dﬂt@_\lc Jma‘_‘l_d\c_\a..ad\w?@_u‘ﬂ\
Olagos, agasl 3 agas ] agas 0, pgesl 5, agasd

Gemini
3 Ay (@@\ aall) Y Gl anay bl 038 8 2 Jaledl
;\h.\a ul.ﬂ m;l\ ca ;Ls..»‘)!\ ap)d Mb LA\ &LA&YL\ ?Y
Lagal) Jlall culi 3 51 85891 andlsy aall o (pualy ) seanll
suj‘)';]u.'aj‘)éc._ﬂ.a.aai KEPYRN ¢U\Al\a;\as$,(4lda.h§i
(2 padae 5) 283 5 AY) anliy 2alld
algs 3 ALl Jual U e ] 13)
(S Ga3/1) pem 1 23k sl
S (g 3/2) pes 2 23k RSN o) AN *
oo | =512/ agu 2= Gas #l S s ¥

Fanar
5l FYU GARIN Y s ae AV FYI Gy Y il

Y EY) Gy

Gemini was able to generate the correct answer
for this advanced question. The justification and
the explanation of mathematical steps given by
Gemini are correct and clear which includes
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fractional allocation, while the justification from
Fanar is incorrect which means Fanar has not
understood this case (question).

Question 6839 np2c3fdi 4

b ae o) ol el al ol 5 Y OV ae 1 s il
(3) G pe ) () A La¥) cuaill S da ) o(3)
"ol e Jdall Ly AS i) e

Vsl (sSs laaall i i dalall g ¢ AS ) L s Apua
Y1 o gl Cum (a4 o i pally 3 gl
G- Do Oy @Y @l g QY- Jsall e ) S
O e oY) a3 J 55 e e Sle e pdiy A Al G
S (e a3 AN Cum g ¢ Y Gl e Y 0aY)
e GRI Y atd L Ol OIS e e 0 sl 40 8
Mo ¢ Y Yl e BRI FV) G a5 Y 53

| siall) 25 ad il ¢ 4he ) e iy 2l &

ol L (US3 day (oY sed (o Lad Lelaly i) il
G e Gl ) 2 S

058 ) (g i 1ol 5 AS 1 AL g Agpi
058y lpanll g it il g AS 1 L g Agpeai "
o 05Ss lnandl (i 55 1l 5 AS T L pa Al "
058y bpanll G it a5 AS S L g Agpeai "
053 Slanl i i a5 AS ) L g agpeai

Gemini
luac (g Claual bnal @l oda 1 dalas
«aall &l ¢ o asa s el (4/1) @l G s
"N Al oS Al o) B85 e 50 Gl gt s 4l
(12 :eluaill)
die (6/1) psaaall & 5 g cAagmiasaa o caY) ol o
sl dS sl e
Oe LS Y @Yl ae 5 (3) Gl oo Cl 0
o cdgall i il Cluasl) w25y udilly Cluaxl)
Bl &5 s )
A ganll dga e LaadS
G anll b ol Y QY ae 5 3RS ae ol ol O
g3 Oe p il aall ol 0l 35 5 Al ‘.Aﬁf
Cuall G alach e s QY QY ae Lty ccuall alac
£ 58 cadh Cuall dga e Y (aa) Bleel ()
Y aleel e () satia el plec
G ae Gl b Y QY ae aay (N
Glaal ay 48 5l 3L (3) Gl ac ol o) 23k

= Al

lall

saa¥) & il Cacliaall) 12 e Alsall Jual
(6 34 il

ced 3 =4+ 12 a5l canal
u-‘“@-“‘2:6_12(=\2“(a\e\g_\=u44

el 5=2 4 3 100 il ol gl £ sane
7=5-12:((3) G pe Cnl () Apanll AU
vy

Ledaly (il jall ) gaalin -2 ug 58 Slaanll lal) Julo
(plas g A masaa) " K3 s (.Aﬂ 368 o L
G ae cpl ol s S3 sy ) L

Fanar

3 Al o a5l o edgadls Vs ()5S0 bl a5 1 lal
Gl QY1) s o S slil) atiy dgall Cus (e
d3 on Gl Sle G pal A oall Cus ey (Sle s Y
858l Cus ey el e Y15 0 o) e oY) paid
EV) i i b S G e sl 4 8 cilS (e oy
Y FV ol e R FY) Gl stk Y @A e asl)
G a8 day ol Las (U832 day s B L Lelals

A L Al 05 1A 58S ae 0l
This example demonstrates a basic question, but
its prompt has some issues. The evidence referred
to by each choice is identical for all of them. This

4 Conclusion and Future Work

Our experiments with finetuning have revealed
some important points: 1) the classifications of
questions into two or three categories
(intermediate, advanced) have not shown
noticeable impact on the results, 2) the uncleanses
of the training or the validation dataset has some
impact on the results, 3) LLMs with no reasoning
capabilities (mostly the open source LLMs)
struggle to solve complex reasoning problems, 4)
MCQ is not the optimal option to train, validate
especially when representing an ‘evidence’ with
the ‘choice’, and this evidence is shared among
other choices.

However, our initial experiments (ongoing work)
with CoT have shown some promising results. We
plan to combine CoT with RL. We intend
classifying the questions (datasets) into two
clusters:  logical thinking problems and
mathematical calculations problems.

We also believe a hybrid approach, agentic Al or
neuro-symbolic systems, which can reason step by
step, in algorithmic manner, that adhere exactly and
precisely to legal rules and adapt to complex
inheritance cases will enhance the performance.

Finally, when dealing with legal and/or religious
domain such as the Islamic inheritance the LLMs
responses should be verified by a legal lawyer or in
a court.
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