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Abstract

This paper presents our approach and results for
SubTask 1: Islamic Inheritance Reasoning at
QIAS 2025, a shared task focused on evaluating
Large Language Models (LLMs) in understand-
ing and reasoning within Islamic inheritance
knowledge. We fine-tuned the Fanar-1-9B
causal language model using Low-Rank Adap-
tation (LoRA) and integrated it into a Retrieval-
Augmented Generation (RAG) pipeline. Our
system addresses the complexities of Islamic
inheritance law, including comprehending in-
heritance scenarios, identifying eligible heirs,
applying fixed-share rules, and performing pre-
cise calculations. Our system achieved an ac-
curacy of 0.858 in the final test, outperform-
ing other competitive models such as, GPT
4.5, LLaMA, Fanar, Mistral and ALLaM eval-
uated with zero-shot prompting. Our results
demonstrate that QU-NLP achieves near state-
of-the-art accuracy (85.8%), excelling espe-
cially on advanced reasoning (97.6%) where
it outperforms Gemini 2.5 and OpenAl’s 03.
This highlights that domain-specific fine-tuning
combined with retrieval grounding enables mid-
scale Arabic LLMs to surpass frontier models
in Islamic inheritance reasoning.

1 Introduction

The rapid advancements in Large Language Mod-
els (LLMs) have opened new avenues for their ap-
plication across diverse domains, including spe-
cialized knowledge systems. This paper details
our participation in the QIAS 2025 Shared Task,
specifically focusing on Subtask 1: Islamic Inher-
itance Reasoning (Ilm al-Mawarith) (Bouchekif
et al., 2025a). This subtask challenges LLMs to
navigate the intricate and highly structured field
of Islamic inheritance law, which is governed by
precise jurisprudential rules. The objective is to
develop systems capable of comprehending com-
plex inheritance scenarios, accurately identifying
eligible and ineligible heirs, applying fixed-share

rules (faraid), managing residuary shares, and ad-
dressing advanced cases such as proportional re-
duction (‘awl) and redistribution (radd), ultimately
performing precise calculations to determine final
shares (Mohammedi, 2012; Zouaoui and Rezeg,
2021).

The intersection of Natural Language Process-
ing (NLP) and legal reasoning, particularly within
specialized domains like Islamic law, has garnered
increasing attention. Prior research has explored
the application of computational methods to ana-
lyze legal texts, extract relevant information, and
even automate aspects of legal decision-making.
However, the unique complexities of Islamic in-
heritance law, with its intricate rules and diverse
scenarios, present distinct challenges for traditional
NLP approaches (Malhas et al., 2022, 2023).

Recent advancements in Large Language Mod-
els (LLMs) have shown promising capabilities in
complex reasoning tasks, including those requiring
domain-specific knowledge. Studies have demon-
strated LLLMs’ ability to understand and generate
human-like text, perform question answering, and
even engage in logical inference. However, their
performance in highly specialized and rule-based
domains often necessitates fine-tuning or integra-
tion with external knowledge sources (Almazrouei
et al., 2023; Sengupta et al., 2023; Alnefaie et al.,
2023; Bari et al., 2024; Mohammed et al., 2025).

Specifically, in the context of Islamic inheritance
reasoning, several works have emerged (Akkila
and Naser, 2016; Tabassum et al., 2019; Zouaoui
and Rezeg, 2021). For instance, (Bouchekif et al.,
2025b) assesses LLMs on Islamic legal reasoning,
providing evidence from inheritance law evaluation.
This work highlights the potential and limitations
of current LLMs in this domain, underscoring the
need for more robust and accurate systems.

Furthermore, the concept of Retrieval-
Augmented Generation (RAG) has gained
prominence as a method to enhance LLM
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performance by grounding their responses in
retrieved factual information. This approach is
particularly relevant for domains where accuracy
and adherence to specific rules are important, as it
allows LLMs to access and incorporate up-to-date
or domain-specific knowledge that may not have
been fully captured during their initial training.
The integration of RAG with fine-tuned LLMs
represents a significant step towards building more
reliable and interpretable Al systems for complex
reasoning tasks (Alan et al., 2024; Sayeed et al.,
2025).

Our work builds upon these foundations by
specifically addressing the challenges of Islamic
inheritance reasoning within the framework of a
shared task. By combining parameter-efficient
fine-tuning with a Retrieval-Augmented Genera-
tion (RAG) pipeline, we aim to demonstrate a ro-
bust and effective approach for tackling this spe-
cialized legal domain, contributing to the broader
discourse on applying advanced NLP techniques to
complex, rule-governed knowledge systems.

2 Research Methodology

Our research methodology for QIAS 2025 SubTask
1 involved a comprehensive approach to address the
complexities of Islamic inheritance reasoning using
Large Language Models. This section details the
task definition, dataset characteristics, the models
employed, and our training and inference setup.

2.1 Task: Islamic Inheritance Reasoning (Ilm
al-Mawarith)

SubTask 1 of QIAS 2025 focuses on evaluating the
capabilities of LLMs in understanding and reason-
ing within Islamic inheritance law (Bouchekif et al.,
2025a). The subTask is framed as a multiple-choice
question (MCQ) classification problem, where each
question has exactly one correct answer. Questions
are categorized into two difficulty levels with bal-
anced representation: Beginner (identifying eligi-
ble heirs, basic shares, and non-eligible heirs) and
Advanced (dealing with multiple heirs, addressing
multi-generational cases, fixed estate constraints,
and intricate fractional distributions) (Bouchekif
et al., 2025b).

The dataset provided for SubTask 1 consists of
a total of 22,000 examples, split into 20,000 ex-
amples for model training and 1,000 examples for
each validation and testing datasets. Each exam-
ple is an MCQ related to Islamic inheritance, with

question text and up to six answer options (A-F).

2.2 Models

We finetune our primary model Fanar-1-9B-
Islamic-Inheritance-Reasoning' based on Fanar-
1-9B2, a 9-billion parameter causal decoder-only
transformer specifically designed for Arabic and
Islamic domain text (Abbas et al., 2025).

In addition to the fine-tuned Fanar-1-9B, we inte-
grated it into a Retrieval-Augmented Generation
(RAG) pipeline (Lewis et al., 2020) for inference.
The RAG setup utilizes the all-MinilLM-L6-v23
embedding model as a retriever to encode ques-
tions and retrieve top-k relevant passages from a
FAISS index (Johnson et al., 2021; Douze et al.,
2024). These retrieved passages are then combined
with the question and options to form an enriched
Arabic chat prompt, which is fed to the fine-tuned
Fanar-1-9B model.

2.3 Training Setup

Our training setup focused on parameter efficiency
and memory optimization. To adapt Fanar-1-
9B LLM efficiently for our task, we employed
Low-Rank Adaptation (LoRA) (Hu et al., 2021).
LoRA injects trainable rank-decomposition matri-
ces into specific layers while keeping the origi-
nal weights frozen. This significantly reduces the
number of trainable parameters and computational
cost. We also applied 4-bit NormalFloat (NF4)
quantization (Dettmers et al., 2023) to reduce
GPU memory consumption and enabled gradient
checkpointing (PyTorch Team, 2025) to reduce
peak memory usage. The attention implementation
was set to eager for improved training stability,
and use_cache was disabled when gradient check-
pointing was enabled. Table 1, provides the key
hyperparameters used during model fine-tuning.
Training data were serialized as sys-
tem—user—assistant turns, where the assistant’s
target output is a single gold letter (A—F). LoRA
adapters are applied to attention projection and
MLP modules (g_proj, k_proj, v_proj, o_proj,
gate_proj, up_proj, down_proj) with r = 32,
a = 64, and dropout of 0.1.
For the RAG pipeline, the retrieval k£ was set
to 5, meaning the top 5 relevant passages were
lavailable on HuggingFace:https://huggingface.co/
msmadi/Fanar-1-9B-Islamic-Inheritance-Reasoning
Zavailable on HuggingFace:https://huggingface.co/
QCRI/Fanar-1-9B

3available on HuggingFace:https://huggingface.co/
sentence-transformers/all-MinilLM-L6-v2
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Hyperparameter Value

Epochs 4

Batch size (per device) 2 (train and eval)
Gradient accumulation steps 32

Learning rate 310~*
Weight decay 0.01

Warmup ratio 0.1

Max gradient norm 1.0
Optimizer adamw_torch
Scheduler Cosine decay
Precision FP16

Table 1: Key hyperparameters for fine-tuning.

retrieved. The maximum input length for the RAG
inference was 10,000 tokens, and the maximum
new tokens generated by the model was 15. A
low temperature of 0.05 was used for decoding,
along with a greedy decoding strategy to ensure
short, deterministic outputs. Answer extraction
was performed using a regex-based procedure to
select a single choice letter (A—F), see Appendix A
for more information about prompting template
and template and decoding settings.

3 Evaluation and Results

For the evaluation of our methodology, we compare
our final test results with results reported by the task
organizers in (Bouchekif et al., 2025b,a) for testing
LLMs with zero-shot prompting on the same test
set. The evaluation metric for this task is accuracy.

Model Overall Beginner Advanced
03 93.4 94.4 92.4
Gemini 2.5 90.6 91.6 89.6
QU-NLP 85.8 74.0 97.6
GPT-4.5 74.0 86.8 61.2
LLaMA3 48.8 57.8 39.8
Fanar 7B 48.1 60.4 35.8
Mistral 44.5 58.6 30.4
ALLaM7B 42.9 58.0 27.8

Table 2: Accuracy (%) for each model across difficulty
levels. Other models results are based on zero-shot
setting using Arabic prompts as reported in (Bouchekif
etal., 2025b,a)

As presented in Table 2, QU-NLP, achieved an
overall accuracy of 85.8%, outperforming other
competitive models such as, GPT 4.5, LLaMA 3

70B*, Fanar (Islamic-RAG?), Mistral-Saba-24B°
and ALLaM-7B” and achieving competitive results
behind state of the art commercial LLMs in rea-
soning capabilities, such as: Gemini 2.5 (flash-
preview), OpenAl’s 03. While our system did not
achieve the top rank, QU-NLP (with RAG) sur-
passed all models on the advanced subset of the test-
ing dataset (500 MCQs) with accuracy of 97.6%.
This result demonstrates the effectiveness of our
approach, which combines LoRA fine-tuning of
the Fanar-1-9B model with a Retrieval-Augmented
Generation (RAG) pipeline, in addressing the com-
plex reasoning challenges posed by Islamic inher-
itance law. Our model’s performance indicates a
strong capability in comprehending inheritance sce-
narios, identifying heirs, and applying the intricate
rules required for accurate share calculation.

4 Discussion

We evaluate a multiple-choice inheritance reason-
ing system on 1,000 items with an overall accu-
racy of 85.8%. Performance differs sharply by
level: Beginner = 74.0% (n=500) vs. Advanced
= 97.6% (n=500). Two phenomena account for
most residual errors at the Beginner level. First,
items whose correct answer indicates a & g
(“blocked”) heir are substantially harder (64.5%, n
= 299) than all other cases (94.9%, n = 701), sug-
gesting the model sometimes assigns shares despite
the presence of higher-priority heirs. Second, ques-
tions containing explicit negation or exception cues
(e.g., ¥/ /@3] jl/ 9) yield lower accu-
racy (83.5%, n = 807) compared to those without
negation (95.3%, n = 193), indicating occasional
polarity flips.

To further investigate QU-NLP’s limitation on
blocked cases, we analyzed the count of questions
whose gold answer is w g2 in the develop-
ment and training splits. We found that blocked
items constitute only 1.70% of development set
(17/1,000) but 17.46% of train (3,491/20,000),
whereas (for reference) they account for 29.90%
of Test (299/1,000). This mismatch—especially
the severe under-representation in Development

4 Available via the Groq API: https://console.groq.
com/keys

3Available via a free public APIL: https://api.fanar.
ga/request/en

%Available via the Groq API: https://console.groq.
com/keys

TArabic  model hosted on  Hugging
https://huggingface.co/Abdelaali-models/
ALLaM-7B-Instruct-preview

Face:
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set—helps explain the degraded Test performance
on blocked questions (64.55% vs. 94.86% on non-
blocked).

A further class of errors results from near-
duplicate answer options where orthographic differ-
ences (e.g., 3L vs. ,3L) leave the semantics un-
changed but map to different label IDs. We found
10 such cases (about 7% of all errors). These are
dataset artifacts rather than modeling deficiencies.
After normalizing Arabic orthography (removing
diacritics and unifying letter forms), gold and pre-
dicted options collapse to the same string. For
transparency, Appendix B lists two misclassified
examples across the three categories: (A) blocked
heirs (& g==s), (B) negation/exception cues, and
(C) near-duplicate option texts, and Table 3 demon-
strates the counts of misclassified questions per
category of error and level.

Category Advanced Beginner Total
Blocked 0 106 106
(0 92>0)

Negation- 3 14 17
Exception

Near- 0 10 10
duplicate

options

Other 9 0 9

All errors 12 130 142

Table 3: Misclassification counts by category and level
(total errors = 142).

To mitigate these errors, we suggest: (i) adding
explicit post-rules or contrastive training focused
on hijb (w g=se) cases; (ii) augmenting train-
ing with negation/exception rewrites; and (iii)
normalizing and deduplicating answer options
during dataset curation and evaluation to avoid
orthography-induced label mismatches.

Model All  Beginner Advanced
Fanar-1-9B 18.6 22.6 14.6
(Base)

Fanar-1-9B + 86.5 76.2 96.8
LoRA

Fanar-1-9B 85.8 74.0 97.6

+ LoRA +

RAG

Table 4: Results for ablation analysis with accuracy (%)
for each model across question difficulty levels.

5 Ablation Analysis Study

We ablate the contributions of (i) the base model
(Fanar-1-9B), (ii) parameter-efficient specializa-
tion via LoRA (Hu et al., 2021), and (iii)
RAG (Lewis et al., 2020) using the same test set
and decoding settings.

Table 4 summarizes accuracies. Moving from
Base to LoRA (no RAG) achieved the highest
gain of +67.9 points overall (18.6—86.5), in-
cluding +53.6 on Beginner (22.6—76.2) and
+82.2 on Advanced (14.6—96.8). Adding RAG
(LoRA+RAG) leads to a small drop overall (-0.7
points; 86.5—85.8), with a slight decrease on Be-
ginner (76.2—74.0) and a slight increase on Ad-
vanced (96.8—97.6). Hence, RAG helps in answer-
ing the advanced cases but can add noise to easy
ones. Further investigation on RAG affect can be
conducted in future research. The dominant effect
in this ablation is therefore the finetuning process
using LoRA.

6 Conclusion

This paper presented our system, QU-NLP, for Sub-
Task 1: Islamic Inheritance Reasoning at the QIAS
2025 Shared Task. We demonstrated the appli-
cation of a LoRA fine-tuned Fanar-1-9B causal
language model integrated within a Retrieval-
Augmented Generation (RAG) pipeline to address
the intricate challenges of Islamic inheritance law.
Our methodology focused on parameter-efficient
fine-tuning and leveraging external knowledge re-
trieval to enhance the model’s reasoning capabili-
ties and factual accuracy in this specialized domain.

Our system achieved an accuracy of 0.858 in the
final test, securing a competitive position among
the participants. This result highlights the signifi-
cant potential of combining advanced LLLM archi-
tectures with retrieval mechanisms for complex,
rule-based legal reasoning tasks. We successfully
navigated challenges related to memory constraints
through techniques like 4-bit NF4 quantization and
gradient checkpointing, making the deployment of
such large models more feasible.

Future work will explore further enhancements
to the RAG pipeline, including more sophisticated
retrieval strategies and the potential incorporation
of explicit symbolic reasoning components to han-
dle the highly structured nature of Islamic jurispru-
dence. Additionally, investigating methods for gen-
erating interpretable justifications for the model’s
predictions could provide deeper insights into its
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reasoning process and build greater trust in its ap-
plications.
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A Prompting Template

This appendix documents the exact message tem-
plates and decoding settings used in all experiments.
Unless otherwise noted, the assistant must output
one uppercase letter only from the set of available
options.

1.1 System Message (Arabic)

Content: alssi & jauadie s Coi

dgaall aclgal le Iileiel Hlaisly ABus

(plea¥ly Bty @a,SI OF yaM) 5 pciaadl

dasie (e Hhisl USa e ALY sSh

Al g By (pe A3 Se Auiled ula) aei ((w)

T g;i 090 daliadl B gyl o o dadd

PN

1.2 User Message — No-RAG (Question +
Options)

Template:

J1 5<adl: {QUESTION}
W e

A) {OPTION_A}

B) {OPTION_B}

C) {OPTION_C}

D) {OPTION_D}

E) {OPTION_E}

F) {OPTION_F}

(o dadd dovuall Lla Y1 b > aci
a>Liad! i HLII({AB,C,D,EF)

1.3 User Message — RAG (Retrieved
Evidence + Question + Options)

Template:

(3 _patizne) Zuax yol) Ol glaslt
* {DOC_1_SNIPPET}
+ {DOC_2_SNIPPET}

Parameter Value

Decoding Greedy (no sampling)
Temperature 0.05

Top-p 1.0

Max new tokens 15

Input length 5k (No-RAG), 10k (RAG)

Repetition penalty 1.0

Table 5: Decoding parameters used in a all runs.

* {DOC_3_SNIPPET}
s 9 el '&Jwb
J §<att: {QUESTION}
Q‘JL_.«:'-J‘:

A) {OPTION_A}

F) {OPTION_F}
(o i Aovouall Aola 1 > aei
a>Lied! &I HLII({AB.C.D.EF)

1.4 Tokenization / Chat Template Notes

We construct messages as (system, then
user). When using HuggingFace chat
templates, we call apply_chat_template(...,
add_generation_prompt=true, tokenize=false) and
subsequently tokenize the resulting string with
add_special_tokens=false to avoid duplicating
special tokens.

1.5 Decoding Settings (All Runs)

Table 5 demonstrates the decoding parameters used
in a all runs. Given the model text output, we
extract the first valid letter from the allowed set. If
the first character of the response is already a valid
letter, it is taken directly; otherwise we scan for the
first occurrence of any valid option. Outputs other
than a single letter are truncated to the extracted
letter.

We fix decoding to greedy with the settings
above. For RAG, we retrieve top-k=5 passages
and include their snippets exactly as shown. All
ablations use the same prompt shape, differing
only by (i) the presence/absence of the &ile glasd!
dia> »odl block and (i) the model (base vs.
LoRA).

B Misclassified Examples

As presented in Table 6, this appendix explains
misclassified examples across different categories.
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Category

Question (excerpt)

Gold / Predicted

Blocked
(2 92ms)

Blocked
(2 92ms)

o—ﬂa(t)ma()woﬂmuﬂsau
C!g(f’)chthjjqup.:u.ﬂ

uﬁu%’pcualual_Y‘,.haY‘M!pé()

It e Jdudl Le g cass o

G Fi g (8) O¥ #i o Ol S Sle
(i)ém‘ecua|3()u5{u5{‘p.cj()
uﬁwdﬁ&m?lu@dlp&u?‘p!
A ) (e A5 ol

Negation/Exception g (Y) a¥ coni g (V) i oo i& )59 Ole

Ca i I oW cowaitl g5 (Y) O¥ i ol
S5 e Judud Le g (asa i1 (e (V) diiis

Negation/Exception (y! 9 (Y) oY tio (Y’) Oml Cln 1,5 Gile
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Table 6: Illustrative misclassified examples across three categories: (A) blocked heirs (o g>>s), (B) nega-
tion/exception cues, and (C) near-duplicate option texts.
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