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Abstract

Cultural understanding is essential for large
language models (LLMs), particularly in the
Arabic context where many models struggle
to capture nuanced cultural elements. To ad-
dress this gap, we propose a novel approach
for Arabic cultural multiple-choice question
answering that integrates retrieval-based train-
ing data augmentation with parameter-efficient
fine-tuning. Our system employs Gemini! to
retrieve contextual evidence for each question,
selects candidate pairs, and adapts NileChat-
3B by fine-tuning only three projection layers,
reducing trainable parameters by 68.2% while
preserving general language proficiency. On
the PalmX 2025 Subtask 1 benchmark?, our
system attains 67.60% accuracy on the blind
test set, ranking 6 overall and outperforming
the NileChat-3B baseline by 3% on the devel-
opment set. The model weights are publicly
available at MohamedGomaa30/Ibn-Al-Nafs.

1 Introduction

The PalmX 2025 (Alwajih et al., 2025) provides a
rigorous Arabic cultural benchmark 3for evaluat-
ing Al systems in Arabic, particularly their ability
to reason within complex cultural, religious, and
historical contexts. This task addresses a key gap
in Arabic natural language processing (NLP) by
focusing on multiple-choice questions that require
cultural reasoning rather than surface-level fact re-
call.

We tackle this challenge with a two-stage ar-
chitecture that combines contextual retrieval and
parameter-efficient model adaptation, motivated by
two observations: (1) Arabic LLMs often lack cul-
tural knowledge available in existing data, and (2)
full fine-tuning of large models is computationally

'We use the Gemini 2.5 Pro API for contextual evidence
retrieval.

2https ://example.com/palmx2025

3https://palmx.dlnlp. ai

expensive and risks catastrophic forgetting of gen-
eral linguistic abilities.

* Contextual Retrieval — We employ Gemini’s
retrieval features with structured prompts to
automatically attach concise (<50 words) con-
textual evidence to each question-answer pair
in the PalmX 2025 subtask1 dataset. The re-
trieved evidence captures cultural, geographi-
cal, and historical information.

* Model Adaptation — We adapt NileChat-3B
(Mekki et al., 2025) by fine-tuning only three
projection layers: ¢_proj for question rep-
resentation, v_proj for value transformation,
and gate_proj for information routing. This
yields a 68.2% reduction in trainable parame-
ters compared to full fine-tuning.

Our system ranked 6 on the Palmx 2025 leader-
board with 67.70% accuracy on the blind test set,
surpassing the NileChat-3B baseline by 3% on the
development set. These results demonstrate that
targeted architectural choices can improve cultural
reasoning in LLMs while preserving computational
efficiency and real-world deployability. The re-
mainder of this paper is organized as follows. The
background is presented in Section 2. In Section
3, we provided The details of our proposed system
are described in Section 3. In Section 4, the experi-
mental results and their analysis are given. Finally,
we conclude this paper in Section 5.

2 Background
2.1 Task Setup

The task evaluates the large language model’s abil-
ity to understand Arabic culture, covering history,
geography, arts and customs and traditions for Ara-
bic countries. The input consists of text-based
multiple-choice questions (MCQs) and context-
aware text that is related to the question that will
help the model distinguish the correct answer. This
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is for the training phase only in modern standard
Arabic, with the model selecting one correct an-
swer (A, B, C, or D) from four options.

2.1.1 Input Example for Training Phase
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Output: C

2.1.2 Dataset Preparation

The training dataset is enriched with evidence-
based context retrieved through Gemini, which pro-
vides historical, geographical, and cultural facts for
each multiple-choice pair. This contextual informa-
tion guides the model in learning cultural cues and
improves its ability to select the correct answer.

2.2 Dataset Details

The PalmX 2025 Subtask 1 dataset targets Arabic
cultural knowledge, covering customs, traditions,
and general background across different Arab coun-
tries. The task is evaluated through multiple-choice
questions (MCQs), organized as follows:

¢ Training Set: 2,000 MCQ pairs.

* Development Set: 500 MCQ pairs for inter-
mediate evaluation.

* Blind Test Set: 2,000 unseen MCQ pairs,
balanced across countries and domains.

2.3 Related Work

Cultural Alignment in LLMs: Cultural alignment
for Large Language Models (LLMs) has received
growing attention due to concerns over the dom-
inance of Western perspectives and the marginal-
ization of non-Western cultures (AlKhamissi et al.,
2024; Wang et al., 2024). Prior studies show that

existing models often fail to capture nuanced cul-
tural variables, leading to irrelevant or biased out-
puts (Mihalcea et al., 2024; Ryan et al., 2024).
This challenge is particularly pronounced for un-
derrepresented linguistic communities such as Ara-
bic speakers, whose cultural diversity is frequently
oversimplified (Keleg, 2025).

Arabic Cultural Nuances and LLMs: Sev-
eral Arabic-centric LLMs have recently been in-
troduced to address these gaps. NileChat-3B is
the first Arabic model adapted for Egyptian and
Moroccan communities, designed to incorporate
dialects, customs, and traditions. Jais (Sengupta
et al., 2023) is a bilingual Arabic—English model
trained on hundreds of billions of tokens, demon-
strating improved reasoning and knowledge in Ara-
bic. AceGPT (Huang et al., 2023) is tailored for
Arabic-speaking communities by aligning cultural
and linguistic features. Fanar (Abbas et al., 2025)
is trained on one trillion Arabic and English to-
kens and explicitly aligned with Islamic values and
Arab cultures. ALLaM (Bari et al., 2024) achieves
state-of-the-art performance across several Arabic
benchmarks, including Arabic MMLU (Hendrycks
et al., 2020), ACVA, and Arabic Exams.

Cultural QA Benchmarks and Technical
Adaptation: New benchmarks have advanced cul-
tural evaluation in Arabic NLP, including:

* ArabicMMLU (Koto et al., 2024), focusing
on educational and academic subjects.

e ArabDCE-Culture (Mousi et al., 2024), tar-
geting cultural fact-based QA across diverse
Arab countries.

* BLEnD (Myung et al., 2024), evaluating ev-
eryday Algerian contexts.

From the perspective of model adaptation, im-
provements in cultural QA have been supported
by Parameter-Efficient Fine-Tuning (PEFT) tech-
niques (Xu et al., 2023). Rather than updating all
parameters—which is computationally expensive
and risks catastrophic forgetting—PEFT updates
only a small subset of weights. This reduces mem-
ory and compute requirements while enabling tar-
geted adaptation to culturally specific datasets.

3 Proposed System

Our system follows a two-stage pipeline that com-
bines contextual retrieval with parameter-efficient
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fine-tuning to address the challenges of Arabic cul-
tural multiple-choice question answering (MCQ).
In the first stage, we leverage Gemini’s. retrieval
capabilities to enrich the dataset with culturally
relevant evidence. In the second stage, we adapt
NileChat-3B through partial fine-tuning of selected
layers, reducing computational cost while preserv-
ing performance.

3.1 Key Algorithms and Design Decisions

We adopt NileChat-3B as the base model due to its
strong performance on Arabic language understand-
ing tasks, particularly in Egyptian and Moroccan
contexts. Instead of full fine-tuning—which is com-
putationally expensive and risks catastrophic forget-
ting—we selectively update only three projection
layers: q_proj for question representations, v_proj
for value transformations in attention layers, and
gate_proj for information routing in feed-forward
layers. This strategy reduces trainable parameters
by 68.2% compared to full fine-tuning, improving
training efficiency while preserving general linguis-
tic capabilities.

3.2 Resources Beyond Provided Training Data

While PalmX 2025 subtask]1 is the primary training
dataset, we augmented it with retrieval-augmented
context. Using Gemini, we generated concise ev-
idence from trusted cultural, historical, and geo-
graphical sources for each MCQ pair. This ad-
ditional context strengthens the model’s ability to
make culturally informed decisions beyond surface-
level associations.

3.3 Rationale for Training-Time Context
Augmentation

The positive effect of training-time context aug-
mentation comes from latent concept alignment
rather than memorization. The model is taught
to link superficial cues in questions and answers
with their underlying cultural principles through
the supervisory signal provided by the (question,
context, answer) triplets. The internal representa-
tions of the model are improved during training in
order to encode these patterns of cultural reasoning.
As a result, the model exhibits enhanced general-
ization without explicit context when it is tested,
recognizing pertinent cultural cues in unaugmented
questions and deducing the right response from its
learned conceptual understanding.

3.4 Addressing Task Challenges

The task presents two main challenges. First, Ara-
bic cultural questions require nuanced contextual
knowledge beyond factual recall. To address this,
we utilized Gemini to retrieve concise, culturally
grounded evidence for each MCQ pair, enabling
the model to reason with supporting information
rather than relying solely on memorization. Sec-
ond, limited computational resources constrained
model training. To mitigate this, we employed
parameter-efficient fine-tuning, updating only the
q_proj, v_proj, and gate_proj layers of NileChat-
3B. This approach reduces computational overhead
and mitigates catastrophic forgetting while main-
taining strong performance.

3.5 Implementation Details

We implemented our system using PEFT #, the
SFTrainer from the TRL (0.8.2) library >, and the
Transformers library (v>4.41.0) 6. The dataset
was formatted into instruction-response pairs, with
a structured Arabic prompt guiding the model to
analyze each question, consider candidate answers,
and output a single-letter choice (A, B, C, D). Train-
ing was conducted for three epochs with eight gra-
dient accumulation steps and a per-device batch
size of two. To optimize memory and efficiency,
we used the AdamW optimizer 7, FP16 mixed
precision, a learning rate of 2 x 10~%, and non-
reentrant gradient checkpointing.

4 Experimental Results

4.1 Data Splits

The official palmx_2025_subtaskl_culture
dataset is divided into a training set of 2,000
multiple-choice question—context pairs, a develop-
ment set of 500 pairs for validation, and a blind
test set of 2,000 unseen pairs balanced across
cultural domains.

4.2 Data Preprocessing

Each question was augmented with culturally rel-
evant evidence retrieved using Gemini. For every
question—answer pair, we constructed a structured
prompt in Modern Standard Arabic. The prompt

*https://github.com/huggingface/peft

We use the supervised fine-tuning component
(SFTrainer) from https://github.com/huggingface/
trl

f’https://g:lthub.com/huggingface/tr‘ansfor‘mer‘s

"https://pytorch.org/docs/stable/generated/
torch.optim.AdamW.html
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instructed Gemini to retrieve concise historical, ge-
ographical, or cultural evidence (<50 words) that
distinguishes the correct answer from distractors,
without explicitly revealing the answer.

4.3 Experimental Settings

We fine-tuned NileChat-3B using the PEFT ap-
proach, updating only three projection layers
(q_proj, v_proj, and gate_proj). Training was
conducted on two NVIDIA T4 GPUs (15 GB each)
for three epochs with a per-device batch size of 2,
gradient accumulation steps of 8, a learning rate of
2 x 10~4, and FP16 mixed precision. Optimization
used AdamW.

Our implementation relied on the Transformers
(v>4.41.0), TRL (0.8.2), and PEFT libraries from
Hugging Face, with dataset handling via Datasets
and retrieval through Gemini’s API. All preprocess-
ing and training scripts will be released publicly
for reproducibility.

4.4 Results

We compare our approach on the development split
against the model base NileChat-3B to measure
the improvement from our method. , and against
general-purpose state-of-the-art Arabic models
(Qwen2.5-1.5B and Qwen1.5-1.8B). Using the of-
ficial metrics of precision, recall, F1-score, and
accuracy at Table 1. Our system achieves the best
performance across all metrics, with notable im-
provements over both baselines.The proposed sys-
tem outperforms Qwen2.5-1.5B by approximately
10% in precision, recall, F1-score, and accuracy,
demonstrating its effectiveness.

Model Pre. Recall F1-S Acc.
Qwen2.5-1.5B  64.73 63.89 63.59 63.60
Qwenl.5-1.8B  63.24 60.88 59.15 59.80
NileChat-3B 71.74  70.00 69.92 70.00
Our system 73.81 73.88 73.54 73.60

Table 1: Performance on the development set of PalmX
2025 subtask1, Values are percentages.

5 Conclusion

This paper introduced a parameter-efficient,
retrieval-augmented approach for Arabic cultural
multiple-choice question answering. Our method
combines Gemini-based contextual evidence re-
trieval with selective fine-tuning of NileChat-3B’s
projection layers. The approach achieves a 3.0%
improvement over the base model on the develop-
ment set and ranks 6th on the official Palmx 2025

leaderboard, showing that targeted architectural
adjustments can enhance cultural reasoning while
remaining computationally feasible.

However, two limitations remain. First, the cul-
tural knowledge base depends on the coverage
and quality of retrieved evidence, which may miss
region-specific details. Second, the selective fine-
tuning strategy, while efficient, may restrict im-
provements in tasks requiring broad cross-cultural
reasoning or temporal understanding.

Future work will extend the retrieval corpus
to cover richer regional variations, integrate tem-
poral reasoning modules for handling historical
timelines, and explore hybrid adaptation strategies
that combine parameter-efficient fine-tuning with
lightweight full-layer updates. These directions
aim to further strengthen cultural comprehension
in Arabic NLP systems.
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